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The abundance of text published on the Internet makes it possible to harvest a large 
number of samples of linguistic phenomena, also of phenomena that are less frequently 
occurring. This is useful for qualitative and quantitative linguistic studies, as well as for 
training machine-learning models for automatic detection of these phenomena. 

We investigate cases in which the speaker expresses personal feelings and opinions, i.e., 
the phenomenon known as stance taking [1]. We have divided the expression of stance 
into a number of sub-classes, which has the effect that each sub-class becomes an 
example of a(n at least moderately) infrequently occurring phenomenon. Initial 
annotation experiments of 100 blog utterances showed, for instance, that the stance class 
Concession and Contrariness occurred in 10% of the utterances, Uncertainty in 7% and 
Hypotheticals in 6%. Although we limit the study to instances of stance that are explicitly 
expressed in the text, e.g., ‘perhaps’ signalling Uncertainty and ‘even though’ signalling 
Concession and Contrariness, there is no exhaustive list of such constructions and 
thereby no simple method for automatically harvesting a large number of representative 
samples. Manual annotation for harvesting samples of infrequent phenomena is, however, 
a time-consuming task, as large amounts of text must be scanned. 

A method used in the machine-learning field for minimising the amount of annotated text 
required for training a model is to apply active learning for selecting data to annotate. 
Most active learning systems applied on textual data actively select the samples that are 
most informative — i.e., most useful — for the machine-learning model that is to be 
trained [2, pp. 25–28]. Using such sampling based on informativeness reduces the 
amount of training data required, and, thereby also the amount of data that needs to be 
manually labelled. Active learning has been shown to reduce classifier problems 
stemming from unbalanced data, i.e. when one or several of the classes that are to be 
detected are less frequently occurring than others in the data studied. For larger 
imbalances, however, there is a risk that not enough samples of the minority class are 
ever selected for the standard approach of active learning to perform effectively, leading 
to a lower performance than random sampling [3]. 

An alternative active learning sampling approach is to use inherent properties of the data 
that are to be classified for actively selecting suitable training samples [4]. We apply this 
technique by using distributional semantics properties of words and constructions, 



derived from semantic models built on very large text corpora, in which the similarity of 
pairs of words/word constructions is measured according to how often they occur in 
similar contexts [5]. This distributional semantics information could, for instance, be 
incorporated in the active learning process by: (a) from a limited set of manually 
annotated utterances, automatically extract words and constructions that are typical of the 
minority classes of interest—e.g. “probably” for the class Uncertainty [6]—, (b) select 
new utterances to annotate using the criterion of whether they contain words and 
constructions that are distributionally similar to those that have been extracted as typical 
of the minority classes—e.g. “presumably” is similar to “probably”1—. 

Selection of utterances to annotate could then, in addition to being based on whether they 
are deemed as informative by the trained machine learning classifier, be based on the 
distributional properties of included words and constructions. We hypothesise that such a 
mixed approach will boost the selection of training samples from the minority class, 
thereby being more successful for active learning on unbalanced data than an approach 
based solely on classifier informativeness. 
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