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6G networks are expected to run various artificial intelligence-
based functions and services to satisfy stringent real-time 
communication requirements. These applications run on 
different domains which are dynamically changing. Transferring 
knowledge from one domain to another is a solution to 
overcome the challenges of this dynamicity with reduced 
computational footprint. Fine-tuning the architecture of used 
models during these steps could further improve the power 
consumption and the performance.
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We propose a modification to existing NAS methods designed for 
tabular data to adapt them for multi-objective search and evaluate 
their performance in different network management and 
performance modelling scenarios, including scenarios where 
limited data is available during NAS.

Research Goals

Challenges

• Telecom data is typically in tabular format while majority of
existing NAS methods are designed for image data.
• Edge environments put constraints on resources and scale, 
such as: computational power, energy consumption and
memory.
• Dynamics in the environment stemming from network
reconfigurations and scaling of resources introduces challenges 
in finding more effective architectures during transfer learning.

NAS is a key enabler for improved TL and model management [2]

Different prediction tasks in telecoms have different goals and constraints [1]

Our modified methods compared to random search as baseline [1]

We demonstrate the effectiveness of NAS techniques in learning 
from telecom datasets and identifying optimal neural network 
architectures for telecom application.


