
  

Results

● The infilling scheme, supported by code language models, supplemented with the 
original buggy code, is the best input/output representation pair.

● PEFT outperforms full parameter fine-tuning, avoiding overfitting while optimizing 
~1600x less parameters.

● RepairLLaMA outperforms state-of-the-art general purpose models, such as GPT-4, 
while being much smaller (7B parameters).
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Motivation
● Fine-tuning LLMs for program repair [1] is a recent avenue of research.

● Existing works mostly fine-tune LLMs with naive code representations. 

● Existing works do not scale to frontier LLMs due memory requirements.

Methods
● We study two axis in fine-tuning LLMs:
1) Code Representations
2) Parameter-Efficient Fine-Tuning (PEFT)

● Fine-tune codellama-7b [2] with six different 
input-output code representation pairs, 
tailored for program repair.

● Use LoRA [3], instead of full parameter fine-
tuning, reducing the memory requirements.

● Train on ~50k fine-tuning samples from 
Megadiff [4].

Conclusion
● RepairLLaMA combines PEFT with task-
specific code representations.

● RepairLLaMA outperforms larger, state-of-
the-art models through specialization in 
program repair.

● RepairLLaMA correctly repairs 144 real-
world bugs from the Defects4J benchmark.
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Model
Defects4J [5] (488 bugs)

AST Match Semantic Match Plausible

GPT-3.5 33 45 71

GPT-4 60 72 119

RepairLLaMA 125 144 195

RepairLLaMA’s effectiveness compared with state-of-the-art ChatGPT-based APR 
techniques. RepairLLaMA is more effective in finding correct and plausible patches in 

Defects4J.

Objective

The main objective of RepairLLaMA is to 
fine-tune LLMs to produce high-quality 
bug/fix patches.

Example of a bug exclusively repaired by RepairLLaMA, Math-86 
from Defects4J.
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