
Limitations of Previous Approaches

Our Contributions

Motivation Align and Distill Everything All At Once
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Classification under 
class imbalance and 
limited labeled data

Unlabeled data distribution is 
unknown and can be different 

from labeled data

Long-tailed Semi-supervised Learning (LTSSL)

Consistency Regularization 
+ Confidence thresholding

+ Pseudo-labeling

Distribution Alignment

Inefficient use of unlabeled data
Biased classifier during inference
Poorly-calibrated probabilities

Ignores tail/underconfident 
samples (unfair)

Aligns pseudo-labels with 
fixed/predefined priors 

(unrealistic/wrong assumptions)

Calibrated 
model!

Adaptive! (no need 
of predefined priors)

Full data 
utilization!

Flexible Distribution Alignment

We propose ADELLO, a simple flexible method for LTSSL:
• Aligns the model with the correct prior, dynamically estimated from 

pseudo-labels
• Progressively debiases the model during training
• Leverages all data samples with hard and soft pseudo-labels
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M
odel Flexible 
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Data

Consistency Regularization

Bias-adjusted Losses

Supervised:

Consistency:

Complementary 
Consistency:

where

Theoretically-sound: approximation of bayes-optimal classifier!

Imbalance-aware temperature 
(after warmup):

Results

Robust performance even 
under an increasing degree 

of distribution mismatch

SOTA accuracy for challenging large-
scale datasets under consistent case

ImageNet127  IR = 286           Resolution
Balanced accuracy

ADELLO achieves strong 
confidence calibration 

across all datasets

Better-calibrated models tend to 
improve LTSSL performance!
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