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This can be solved with augmentation, i.e., adding
enough extra dimensions so that the paths do not 
cross. We generalise this for any manifold.

However, the paths of the solution curves of an ODE 
can not intersect, making it impossible for some
functions to be learned…

In a neural ODE, the change in the hidden state is 
modeled as a smooth path over time.
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Manifold Neural ODEs
Manifold neural ODEs are a type of neural network models
where the layers consist of a smooth curve 𝑢𝑢 solving the 
Cauchy problem

𝑑𝑑𝑢𝑢(𝑡𝑡)
𝑑𝑑𝑡𝑡

= 𝜙𝜙𝑢𝑢(𝑡𝑡), 𝑢𝑢 0 = 𝑝𝑝,
where 𝜙𝜙 is a learnable vector field, 𝑝𝑝 is the input and 𝑢𝑢(1) is 
the output [1,2,3].

Problem: Intersecting 
solution curves

Not all diffeomorphisms can be learned by a neural ODE.
The canonical example is ℎ 𝑥𝑥 = −𝑥𝑥, which necessitates an 
intersection of the solution curves:
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Solution: Augmentation
Neural ODEs can be augmented so that the solution curves are
embedded in an ambient space [4,5].
Paths 𝛾𝛾𝑝𝑝, with 𝛾𝛾𝑝𝑝 0 = 𝑝𝑝 and 𝛾𝛾𝑝𝑝 1 = 𝑢𝑢(1), can be lifted via 
Γ𝑝𝑝 ≔ [𝛾𝛾𝑝𝑝,𝛾𝛾𝑝𝑝′]. The lifts don’t intersect and define an embedding
into the tangent bundle.
A manifold neural ODE with this lift can approximate any
diffeomorphism on the original manifold.
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Check out
our pre-print!
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