
Autonomous Learning with Goals
Goal conditioning and goal selection without external rewards in RL
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Goal conditioning can turn any environment into an open learning environment, without external reward.
Skills represented as goals, can be acquired autonomously and in an explainable format.
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How are goals best selected for exploration and stability?

Autotelic Learning with Hindsight

Past: Goal Exploration,
a study in distance-based goal selection

Future: Exploration and Stability,
with GAN and Mapping?

Sketch of goal and observation mappings, 
most decayed over time (not real data).

A GAN (or other goal generator) selects goal,
agent pursues goal and collects data,

data is used in goal selection
If you want to use my wrapper for turning any environment into a goal environment, contact me! hampus.astrom@cs.lth.se
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Image taken from T. Dai, H. Liu, A. Anthony Bharath “Episodic Self-Imitation Learning with Hindsight.” in Electronics. 2020
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Goal spread with different goal selection methods:

Pathological Mountain 
Car Environment

Environment inspired by:
S. Chakraborty et al., "Dealing with Sparse Rewards in 
Continuous Control Robotics via Heavy-Tailed Policy 

Optimization," 2023, ICRA

Failed goals Successful goals

Intrinsic rewards Extrinsic rewards

Sparse Pendulum
Environment

GAN or other goal 
generator

Goal guided agent


