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All self-supervised methods in the DINO family suffer from a 
partial prototype collapse.

- Hardly 1-10% of the prototypes are unique/used!

What happens if we effectively utilize the prototypes?

■ IF pre-training data == uniform distribution :

  ▲ Classification performance on in-domain data
  ▲ Few-shot learning performance on in-domain data
  ▼ Transfer learning performance

■ ELIF pre-training data == long-tailed distribution :

  ▲ Long-tailed classification performance
  ▲ Transfer learning performance

DINO - Preliminaries

DINO learns representations by clustering the images into a set of clusters such that 
the clusters are consistent across multiple different views of the images.

DINO Family – Partial Prototype Collapse

DINO family of methods are regularized by encouraging the distribution of data over the 
clusters to match a uniform prior.

The partial prototype collapse serves as a shortcut to achieve such a uniform distribution.

Prototype Utilization

Number of 
prototypes

65536   8192   8192   65536   60000

Number of 
“unique” 
prototypes

1078 (1.6%)     1170 (14.3%)     969 (11.8%)  1157 (1.8%)  984 (1.6%)

Regularization:
• Centering
• Mean entropy maximization
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Mitigating partial 
prototype collapse

Mitigating partial prototype collapse

We use a KoLeo-Proto regularization to encourage diverse prototypes – by 
maximizing the differential entropy of the prototypes.

• KoLeo-Proto regularization enables effective utilization of prototypes.
• With effective utilization of prototypes, more prototypes improve kNN performance.

Uniformly distributed data (ImageNet-1K)

Long-tail distributed data (iNaturalist-2018)
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