Probabilistic Weather Forecasting with Hierarchical Graph Neural Networks
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Probabilistic Weather Forecasting

Experiments: Global and Regional Forecasting

Machine learning has proven useful for weather prediction,
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but current methods focus on deterministic forecasting.
ERA5 Reanalysis  Global 61 1.5°, 6h 83
= No estimate of forecast uncertainty MEPS Forecasts  Nordics 2 10 km, 3h 17

Our work: Probabilistic weather forecasting
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= Sample to create ensemble forecast
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Figure: Ensemble forecast of humidity (q700), lead time 10 days

Our Graph-EFM Model
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Graph-based Ensemble Forecasting Model (Graph-EFM) is
a deep latent variable model:
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» Conditional distributions implemented using hierarchical Surrogate modeling of MEPS forecasting system
Graph Neural Networks (GNNs) « Limited Area Model (LAM) with boundary forcing
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= Defines distribution of latent random variable Z*, de-
scribing uncertainty in single-step prediction

Predictor p(X*|Z*, X*7%*71 F")
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» Predicts next weather state given sample of 7" hierarchical graph  Figure: Solar radiation (nlwrs), lead time 57 h

= No conditioning on Z*: Deterministic Graph-FM model
Training Graph-EFM
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= Maximizing variational objective (ELBO)
— Variational approx. ¢(Z*|X*~#*~!, X" F') at each

» Fine-tuning on rollouts + additional CRPS-based loss
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