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RoMa: Robust Dense Feature Matching

Dense 3D Point Cloud+Relative Pose+Intrinsics.
Estimated from a single pair with RoMa.
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Method

Insights

    Clipped L2 regression
vs

    Robust regression

Coarse feature encoder Match Decoder

Warp Refiners

Fine loss

    L2 regression
vs

    Regression-by-classification

Coarse loss

Finetune or from scratch
vs

Frozen DINOv2

Fine feature encoder

Shared with coarse encoder
vs

Specialized fine encoder

ConvNet
vs

Transformer

Summary:
RoMa estimates dense correspondences 

between almost any two images of a 3D scene

SotA on standard benchmarks. 

Transformer

Match Decoder Transforms match encodings (e.g. corr. vol.) to predictions
No position encodings (avoids oversmoothing)
Predicts anchor probabitilies { {

Specialized fine encoder

Fine feature encoder Insight: Fine localizability and coarse discriminativity 
are in tension, specializing the fine features help{ {

Frozen DINOv2

Coarse feature encoder DINOv2 features disciriminative enough to freeze
Enables our matcher to generalize significantly better{ {

    Regression-by-classification

Coarse loss{ {
Robust regression

Fine loss{ {

Shines on difficult benchmarks! 
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github.com/parskatt/roma


