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Autonomous exploration methods are based on two fundamental ideas: frontiers 
and information gain.

However, this formulation leads to greedy behaviour, causing back-tracking and 
long paths. Furthermore, the methods get worse with better predictive models.

To minimize back-tracking, we want to determine what 
is unlikely to be seen and explicitly plan to see it.

1
Estimate probability of visiting a cell using 
Brandes' algorithm for betweenness centrality.

In a simulation 
environment, our 
approach leads to 
~40% shorter paths.

This improvement 
holds across starting 
locations.

[1] H. González-Baños, et al, “Navigation Strategies 
for Exploring Indoor Environments,” IJJR 2002
 
[2] A. Bircher, et al, “Receding Horizon ‘Next-Best-
View’ Planner for 3D Exploration,” ICRA 2016

[3] L. Ericson, et al, “Understanding Greediness in 
Map-Predictive Exploration Planning,” ECMR 2021

[4] U. Brandes, “A faster algorithm for betweenness 
centrality,” Journal of Mathematical Sociology 2001

2
Estimate probability of seeing a cell using 
sensor model and probability of visiting cells.

3 Plan to see hard to see cells.

There are many situations in robotics where a robot has to explore an unknown 
environment, e.g., in order to perform mapping, or in a search & rescue mission.

However, this is computationally hard and requires a model, since the 
environment is unknown.
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