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e Single image NVS requires generative ability

e Utilize trained diffusion model

— Finetune on changing camera viewpoint [1].
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e No explicit 3D representation =
No guarantee of geometric consistency
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Our Goal: Improve geometric consistency of generated
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Scene-level novel view synthesis (NVS)

e Trained on large-scale real world images [2]

e Condition on warped images

e Generated sequences have significant geometric inconsistencies

Geometric Consistency Metric

Epipolar Geometry: Matching points should lie on corresponding epipo-
lar lines

Input Image Generated Image

. Perform feature matching
. Compute epipolar lines using known cameras Fipput and Piaget

. Compute distance between matching points and corresponding
epipolar line

Evaluating Consistency

Pose accuracy of generated images

1. Generate a sequence of images
2. Estimate camera poses

3. Compute rotation and translation distances compared to target pose

Output View (RGB)

Gaussian Noise

Guiding Diffusion Process

Improve consistency without additional training

Generated Image
Input Image :

eg(2t, t, )

Optimize initial noise z7 so that generated image is more geometrically

consistent.
Universal Guidance [3] Guide each diffusion step based on making Z

more consistent

sy = 2T (V1 — ay)eg(ze, L, 0)7 (1)
Vo
€o(2t,t) = €g(2¢,t,¢) + s(t) - Vzilepipolar(C, 20) (2)

Main Contributions

o Explicitly optimize for geometric consistency

e Can be combined with existing methods without additional training
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