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For many machine learning tasks, known symmetries of the task are a strong inductive bias which can be used to improve models. In 

the language of the representation theory of groups, models which respect symmetries are called equivariant. Recently, it was shown 

that equivariance emerges in ensembles of neural networks trained under data augmentation in the limit of infinite width.[1] In our paper, 

we show that this happens in the finite width setting as well. For general architectures, we provide a sufficient condition on the 

relationship between the architecture and the group action for our results to hold.
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Abstract

➢ Neural network, 𝜑𝐴: 𝑋 → 𝑌, defined recursively by

  𝑥0 ≔ 𝑥,  𝑥𝑖+1 ≔ 𝜎𝑖 𝐴 ሶ𝑖𝑥𝑖 ,  𝜑𝐴(𝑥) ≔ 𝑥𝐿 ≔ 𝑦,  ⅈ ∈ L ,
  where 𝑥𝑖 ∈ 𝑋𝑖 , 𝐴𝑖 ∈ Hom 𝑋𝑖 , 𝑋𝑖+1 , and 𝜎𝑖 non-linearities.

➢ Restricting the linear layers to an affine subspace ℒ allows for 

more general architectures.

➢ A group 𝐺 is acting on 𝑋 and 𝑌 through

a representation 𝜌.

➢ 𝜌 can be pulled through 𝜑𝐴 onto

  the parameters 𝐴 ∈ ℒ.[3]

➢ Training with data augmentation

  means optimizing

𝑅aug 𝐴 ≔ 𝐸𝑔𝐸𝒟 𝑙 𝜑𝐴 𝜌𝑋 𝑔 𝑥 , 𝜌𝑌 𝑔 𝑦 = 𝐸𝑔 R 𝜌ℒ 𝑔 𝐴

➢ We optimize by the projected gradient flow

        𝐴′(𝑡) = −𝜋ℒ∇𝑅aug 𝐴(𝑡) .
➢ An ensemble model for time 𝑡 is defined

  by 𝜑𝑡 (𝑥) = 𝐸𝐴 𝜑𝐴 𝑡 𝑥 .

➢ We want equivariant models through data augmentation. I.e.,
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Findings

Data augmentation turns the risk into an invariant function, 

which yields an equivariant gradient flow. This flow will then 

push an invariant initial distribution of parameters forward to 

another invariant distribution at any later time.[2] It turns out that 

the expected value of our network with respect to the 

parameters is then an equivariant function. This is summarized 

on the right side of the poster, both visually and in a theorem.
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Main Result

If (i) the network parameters are invariantly

distributed at initialization and (ii) the space 

ℒ is invariant, then the ensemble model

trained under data augmentation satisfies

𝜑𝑡 (𝜌𝑋(𝑔)𝑥) = 𝜌𝑌 𝑔 𝜑𝑡 (𝑥),

for every 𝑔, 𝑥 and 𝑡.

We test our theory emprically by training both models that fulfill

our theorem’s assumptions and ones that violate them on an 

invariant MNIST classification task. The results can be viewed

in the figure below.
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➢ The ensembles which

satisfy the conditions

display more invariance.

➢ The difference is not so big

however. All ensembles 

show much higher

invariance than members.

➢ Could invariant 

distributions be attractors

of the augmented strategy?
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