
Group convolution2 is an 

equivariant linear layer

Example:

fully-connected linear layer

Output covariance encoded by 

NNGP kernel

NTK appears in gradient flow

Recursive computation
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Checking convergence to analytical results 

for NTK and NNGP via Monte Carlo 

estimation

Group

Convergence test

Histological image classification

Human colorectal cancer (CRC) and 

normal tissue in 9 classes

Using the NTK as a kernel method
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Equivariance

Equivariant architectures enforce 

underlying symmetry w.r.t a 

particular group

Orientation

detection

Group pooling to enforce invariance
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Example: group convolutional layer

described by the Neural Tangent Kernel (NTK)1

Obtain Gaussian process

Implemented in the jax package neural-
tangents3 for roto-translations in the plane

Work in progress

Recursive relations 

for equivariant layers

We provide relations for group convolutional 

neural network (GCNN) layers
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This allows us to compute the equivariant kernels 

layer-by-layer
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We provide 

tools to study the 

training dynamics of 

(infinitely) wide 

equivariant neural 

networks 


