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Motivation & Research Questions

e The goal is to find a robust policy that maximizes rewards across all environments.

e This leads to the study of minimax regret.

e Example: Stock Portfolio Optimization

— Optimize a portfolio of 5 stocks over 10 years.

— Choices: Buy, sell, or keep stocks annually.

— Stock values fluctuate with some distribution from a set of distributions.

— Goal: Maximize worst-case expected portfolio value after 10 years.

e Research questions:

— Given a class of problems, what minimax regret is achievable?

— Can we use existing Bayesian regret bounds to bound the minimax regret? Spoiler: Yes! using

minimax duality/ the minimax theorem.

e Many real-world problems involve agents acting in an unknown environment.
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Figure 1: A minimax game
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Figure 2: Minimax upper bound

Background

e Markov Decision Processes (MDPs): A mathematical model for
decision-making in a stochastic environment.

M — (S7A7p7y7/r7T)
such that p(Y;11|St, A¢, ©), y(Yia1|S:, ©) and r(Yy, As, ©) is defined,

where O is the environment parameter.

e Utility: Measures the expected cumulative reward from a policy.
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e Regret: Difference between the optimal and achieved utility.

Rm(m,0) = Uy (0) = Um(m, 0)

¢ Minimax Regret: Minimizes the worst-case regret.

M ¢ = min max Erp[R ]
Py 6

e Worst Case Minimum Bayesian Regret: Minimum Bayesian Regret
under worst case distribution.

§'i = max min E[R ]
IP)Q 70

¢ Minimax theorem: Provides conditions ensuring:

min max f(x,y) = maxmin f(x,y).
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Method and Results

We derive a minimax theorem that provides conditions under
which the minimax regret equals the worst-case minimum Bayesian
regret:

Mt = S pm

e A recent work provides upper bounds on the Minimum Bayesian Re-
gret (MBR)!!;
Sm < K (Po)

—> Worst-case MBR is bounded by:

Under minimax duality conditions, minimax regret can be

bounded!?l:
NMm < Ko

—> Minimax regret can be controlled using Bayesian regret
bounds.
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Minimax regret upper bound for Multi-Armed Bandit problems:

Mg < sup
PeoceA(O)
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