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PRELIMINARY RESULTS

BACKGROUND APPROACH

An agent operates in a known domain 𝒟𝒟, described by a 
Goal-MDP: 

The domain 𝒟𝒟 is known, the accumulated severity 𝜉𝜉 is not. 

• Domain actions 𝒜𝒜𝑑𝑑 only influence state transitions in 𝒟𝒟. 
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A Rocky Road environment of length 5.

𝒟𝒟 =  ⟨ ⟩𝒮𝒮𝑑𝑑 ,𝒜𝒜𝑑𝑑 ,𝑇𝑇𝑑𝑑 ,𝑅𝑅𝑑𝑑 ,𝒢𝒢𝑑𝑑 .

Each action failure is associated with a severity level 𝜎𝜎 ∈ Σ that
reflects its impact on the agents ability to reach its goal. 

Question: How do we best account for failure severity during planning?

• The agent can choose to query for expert feedback on 𝜉𝜉, but only right after a failure occurs.

• The agent receives noisy observations of the severity level of individual failures. 

• Severity from multiple failures accumulate over time. 

• The agent keeps a belief over the total accumulated severity 𝜉𝜉.

We model this using a Mixed Observation Markov Decision 
Process (MOMDP) with conditional observations:

ℳ = ⟨ ⟩𝒮𝒮,𝒮𝒮𝒪𝒪 ,𝒜𝒜,𝑇𝑇,𝑅𝑅,𝒪𝒪,𝑂𝑂, 𝑠𝑠0, 𝑏𝑏0,𝒯𝒯,𝒢𝒢  . 

• Observations are received in states:

• Observable states factors:  domain state 𝒮𝒮𝑑𝑑, domain action outcome

• Hidden state factors:  accumulated severity 𝜉𝜉 

• Actions:  domain actions 𝒜𝒜𝑑𝑑  and query action  

𝒮𝒮𝒪𝒪
(1) = action outcome = "fail",  no query

𝒮𝒮𝒪𝒪
(2) = action outcome = "fail",  query

(noisy, 𝜎𝜎)

(complete, 𝜉𝜉)

Fail-then-Query (FTQ) AlgorithmProblems:

• Acting under uncertainty may lead to suboptimal performance

• Expert feedback is costly and not uniformly available • Query actions resolve uncertainty. 

Use 𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀 heuristic and evaluate query value after failures!
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Comparing FTQ to two baselines: “always query” & “never query” 

Simulation
We evaluate our FTQ planner in a Rocky Road1 environment of varying lengths. 

The Rocky Road landscape features a mix of safe and hazardous terrains.
Starting from the initial position (S), the agent’s objective is to reach the goal position 
(G), while avoiding hazardous terrain along the way, as this terrain type may cause 
damage to the agent. 

1Adapted from OpenAI Gym’s Frozen Lake environment: G. Brockman et al., OpenAI Gym.arXiv:1606.01540 

FAILURE SEVERITY

MEET ANDY THE AGENT. HE IS A FRESHLY 
TRAINED GUARDING AGENT JUST ABOUT 
TO BE DEPLOYED IN THE REAL WORLD.

FOR HIS FIRST TASK, ANDY HAS BEEN 
ASSIGNED TO GUARD THE ROYAL PALACE 
BY PATROLLING THE SURROUNDING ROAD.

𝜎𝜎 = 𝜎𝜎3,𝜎𝜎 = 𝜎𝜎1, 𝜎𝜎 = 𝜎𝜎2, 𝜎𝜎 = 𝜎𝜎4, 𝜎𝜎 = 𝜎𝜎5

ANDY RECIEVES A NOISY OBSERVATION OF 
THE SEVERITY OF THIS FAILURE, AND 
FORMS A BELIEF OVER IT.

𝜎𝜎1 𝜎𝜎2 𝜎𝜎3 𝜎𝜎4 𝜎𝜎5

ANDY CAN CHOOSE TO QUERY THE QUEEN 
FOR HELP ON ASSESSING THE SEVERITY.  
HOWEVER, THIS IS COSTLY, AS THIS 
DISTRACTS HER FROM IMPORTANT WORK.

𝜎𝜎 = 𝜎𝜎5

𝝈𝝈?

WITHOUT UNCERTAINTY, ANDY CAN ACT 
OPTIMALLY!

ACTING UNDER UNCERTAINTY MIGHT LEAD 
TO SUBOPTIMAL BEHAVIOUR AND HIGHER 
FAILURE RISK.

BUT THE ROAD IS UNEVEN, AND ANDY 
FALLS. THIS NOT ONLY RISKS INJURING 
ANDY, BUT ALSO COSTS HIM PRECIOUS 
PATROLLING TIME.

THE QUEEN’S FEEDBACK IS COMPLETE –
ANDY’S UNCERTAINTY IS NOW RESOLVED!

𝜎𝜎1 𝜎𝜎2 𝜎𝜎3 𝜎𝜎4 𝜎𝜎5 𝜎𝜎1 𝜎𝜎2 𝜎𝜎3 𝜎𝜎4 𝜎𝜎5
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