
• Given high performance -> optimal MTO metric values, we 

hypothesize that the reverse also holds: optimize MTO metric -

> high performance.​ If so, we can localize the optimal task 

weights by optimizing the key metric value.​
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• Addressing hard cases is challenging!​

o Sparsity & high variability​

Anomalous road users Complex trafficExtreme weather

• Existing method:

o collect more real-world data? -> expensive!

o synthetic data?

• generate with deep generative models conditioned on 

specific needs

• manipulate the 3D reconstructed environment, like 

moving/adding road users

-> require much human intervention!

o Incremental learning? -> dependence on the network training!

Q: 

Is there a more explainable and independent method available?

Stage 1: Agent-level
o Verify the ability of VLM to detect hard cases

o using existing motion prediction NN as ground truth

Stage 2: Scene-level
o Improve training 

efficiency by training the 

network with a smaller 

subset of data selected 

by VLM. 

• 4 real examples of GPT4 outputs
“nighttime driving and wet road 

surfaces, which can affect 

visibility and vehicle behavior. 

The reflections and glare from 

the lights...”

“at an intersection... There is a 

large truck on the left that may 

obstruct the view and movement... 

increase the difficulty of 

prediction due to potential blind 

spots ...”

“The intersection ahead adds 

complexity to the driving 

scenario, but overall traffic 

density is not high...”

“The traffic situation appears to be 

straightforward with light traffic 

and clear road markings...”
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• Surprisingly, we find some metrics serve as good indicators of 

performance!​

• There exists multiply MTL training issues!

• ​Multi-objective learning: gradient & loss

• We propose AutoScale, an efficient and practical two-stage pipeline 

that partitions a single training run into two phases.​

• Here we test three cost function considering gradient magnitude 

similarity, loss similarity, and condition number.​
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