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ABSTRACT

Many models of music arrangement network based on neural
network have been proposed so far. But most use deep learning or
GAN confrontation network, which is difficult to solve the
problem of high randomness of music editing. Therefore, this
paper attempts to use Bayesian network to learn the music
characteristics of different styles of music. And then to create new
music more in line with different styles of music, in order to
replace manpower to complete the work of artistic creation.
Through the design of Bayesian network model and genetic
algorithm, the network can effectively learn the music style
characteristics and music characteristics of a certain piece of
music or a certain type of music. Then using the data the model
had learned to recreate the music. To explain the implementation
of the model, multiple sets of examples of different wind
characteristics are used. Through this experiment, it is concluded
that the combination of Bayesian network and genetic algorithm
can produce a more effective music arrangement network model.
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1. INTRODUCTION

As a frontier science, artificial intelligence can be applied to many
fields, including music, conversation and other fields of artistic
creation. A variety of ways to process music files using deep
learning are given in [1]. But because of the high randomness and
innovation of artistic creation itself; it is difficult to produce more
innovative music by using general deep learning or neural network
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algorithm. Therefore, the purpose of this paper is to solve the
problem of low innovation when using neural network algorithm to
create music. So in this paper, we try to use Bayesian network to
build a model to describe the connection probability between music
context.

Because music itself has certain regularity and periodicity, it is
difficult to find out the definite rules and requirements
artificially(Figure 1). This requires the network not only to be able
to learn the characteristics of data, but also to have a strong
randomness and innovation. While learning the trend of music, the
network does not stick to the music in the data set, but produce
their own new music. The general neural network is more suitable
for the deterministic data classification problem, but it is difficult to
deal with and produce better results in the face of innovative
problems.

Based on Bayesian network[8], this paper makes a lot of
experiments on the problem of "feature extraction and regeneration
of music melody based on artificial intelligence" in various specific
ways, using its characteristics of high randomness in neuron
selection, and designs and trains a variety of neural network models
that can write music, and obtains better results. meanwhile, as a
control experiment as well as different directions try, and take
CNN convolutional neural network, GAN adversarial neural
network as the main method, carry out secondary experiments in a
variety of specific ways, design and train a variety of neural
network models, and also achieve certain results.

2. RELATED WORKS

Abstract characteristics of music are demonstrated in [3]. A
specific focus of music processing proposed in [4] is the audio field.
they discuss some of the challenges that arise in establishing
semantic relationships across various representations and point out
how the established cross-relationships open new avenues for
music analysis, navigation and retrieval.

Different methods to generate music content using deep learning
(deep artificial neural network) are investigated and analyzed in [2].
They provide guidance on the use of deep learning in music editing
from the perspective of objectives, uses, concepts, formats, coding
methods, deep neural network types, challenges, strategies.

An end-to-end generative model is proposed in [5], which is able to
create music under specific mixing conditions of composer style. It
is also an expansion and innovation in deep neural network.

Different methods are used in the [6], trying to use GAN
adversarial neural networks to process the multi-track order of
symbolic music and accompaniment. Also similar in [7].

3. PRINCIPLES AND METHODS



3.1 Music Norms

A piece of music can consist of one or more instruments. To
facilitate analysis, this paper uses midi music files. In midi music
files, each instrument occupies one track in the midi music file, and
any two tracks do not interfere with each other. This paper divides
the main song into two types, the main song has only one, no
specific rules, indicating the melody part of the music; while the
slave track can have multiple, regular and periodic, with certain
rules, such as the commonly used trend 6-4-2-1, representing the
chords of the music. Therefore, a piece of music can be divided
into two parts: melody and chord.

Although the melody also has certain regularity and periodicity
compared with the chord, it has no very specific requirements, no
strict general rules, is the soul part of a piece of music, but also the
main creative part of a piece of music, the chord part has certain
rules, its own regularity and periodicity is very strong, it is difficult
to use a relatively simple number of music symbols to express.
hence, this paper only extracts and regenerates the main track of
midi music files. Also, the new music created by the network only
describes the melody, contains only the main music, is a MIDI
format of the music file, do not handle chords.

In addition, according to the listening sense and rhythm of music,
the paper has established music libraries such as "soothing ","
radical "," lyric "," Chinese style" and so on, while "Chinese style"
includes music with different rhythms and different rhythms such
as " Blue and white porcelain "," Fen Rao" and "Cao Cao", which
can basically represent more classic" Chinese style "types of songs,

and the resulting network effect is relatively good.

3.2 Based on Bayesian Networks

Bayesian network, also known as belief network, or directed
acyclic graph model, is a probabilistic graph model first proposed
by Judea Pearl in 1985. It is an uncertainty processing model that
simulates causality in human reasoning. each of its nodes can
represent different random variables, and the results generated by
each use are random and therefore have better randomness than the
general neural network[8].

In this paper, because the music itself has a strong randomness, it is
difficult to describe the specific trend and connection mode of its
notes with a set of regular rules, but there must be some correlation
and similarity in the same type of songs, that is, there must be
similar notes combination fragments, so we can use Bayesian
network to learn and describe, through the intensive collection of a
piece of music notes combination, and with the rules of contextual
connection between notes as a label, you can learn the
characteristics of different notes combination in a song. By learning
a certain number of songs of the same type, like a song written by
an author in the same period, or a large number of music original
songs integrated by a music player, we can learn the combination
of notes of a certain type of music, and we can create it
independently through the characteristics of the relevance learned,
so as to achieve the effect of intelligent composition.

In this paper, according to the basic principle of network, a set of
Bayesian network function library is designed and encapsulated.
Including basic training data processing, data label automatic
generation, network model building, network model training,
network model preservation, network model import, music melody
claim, music melody packaging and other main function methods,
can meet the basic needs of use.

By the time this paper is written, the designed Bayesian network is
a three-layer tree-like network structure(Figure 2).

The first layer is the input layer, which inputs either a starting
rhythm type or a musical score type, or a starting waveform of n
term Fourier series, as the data set, and its label is the weight stored
in the lower layer network.

The second layer is the connection layer, which analyzes the type
of input and makes different classification. Because of the low
probability that the note combination appears exactly the same, it is
necessary to design the similarity rate function to judge which kind
or which kind. Similar to the learning rate, the higher similarity rate
will provide more accurate classification results, but the horizontal
width of the network will be limited, and the randomness and
innovation will be reduced when the music is generated; the lower
similarity rate will reduce the classification accuracy, while the
horizontal widening of the whole network can provide more
random re-creation results. the recommended learning rates
obtained through experimental tests are "0.9-note-type music
spectrum network "and "0.6-fourier series network ", which is
determined by the characteristics of the data set and the way the
data is described when sampling. At the same time, the design
weight of each bit in the similarity rate function will also affect the
accuracy of the classification.

[ Input layer, input start rhythm data |

‘ ‘ }{ First connection layer, processing input data

| | | H{Second connection layer, get the possible next rhythm|

| Output layer, output randomised selected final result |

Figure 1. Schematic diagram of network structure. the
Bayesian network we designed is a three-layer tree-like
network structure. First layer is input layer, input is a starting
rhythm or music type, or a starting waveform of n term
Fourier series. The second layer is the connection layer, which
analyzes the type of input and makes different classification. A
third layer is a connecting layer, and the connected child node
is the next associated rhythm type or music pattern learned.
Fourth layer is output layer, output is a result of random
prediction of rhythm and music patterns, or as n Fourier series
of the result waveform.

The third layer is a connecting layer, and the connected child node
is the next associated rhythm type or music pattern learned. The
parameter is the number of times the rhythm type or music pattern
appears; or the n term Fourier series of the next associated
waveform, the parameter is the number of times the waveform
appears. Because the waveform can not be exactly the same, the
similarity rate function is also used here, and the learning rate
parameter consistent with the upper network is used to control the
width of the whole network, so that the context setting of a certain
note combination can be obtained. By learning a song or a certain
type of song and increasing the data set, we can get the rhythm and
the music trend of a song or a certain type of song, or the general
trend of the waveform.

Fourth layer is output layer, output is a result of random prediction
of thythm and music patterns, or as n Fourier series of the result
waveform. the similarity rate function is also set in the result
prediction to select the branch closest to the above, and if there are
multiple similar branches, random selection is made again from it.
After determining above, one or more of the following are
randomly selected from the child nodes above, that is, the
distributed probability of the following stored, and multiple new



following are generated again by genetic algorithm. Finally select
one from the recorded following and the newly generated following
of the genetic algorithm as the result output.

Through three random selection, the randomness of music creation
is preserved to the greatest extent, and because of the addition of
genetic algorithm, a new combination of notes can be generated,
which does not exist in the original data set but roughly accords
with the characteristics of the original data set, which ensures the
innovation of music creation.

3.3 Based on GAN Countering Neural

Networks (Table 1,2)

GAN adversarial neural network is mainly to apply the idea of
zero-sum game in game theory to the neural network. By setting up
a generative network and a discriminant network, the two confront
each other and optimize the two networks through the results of the
game, and finally get a generative network that can generate as real
a result as possible. Now mostly used to generate pictures [9].

Table 1. GAN generation network composition. Total params:
1,545,345. Trainable params: 1,544,833. Non-trainable params:

512.
dense_1 (Dense) (None, 1024) 1025024
activation_1 (Activation) (None, 1024) 0
dense_2 (Dense) (None, 256) 262400
batch_normalization 1 (Batch (None, 256) 1024
activation_2 (Activation) | (None, 256) 0
reshape_1 (Reshape) (None, 2,1, 128) 0
up_sampling2d_1 (UpSampling2 (None, 4, 5, 128) 0
conv2d_1 (Conv2D) (None, 4, 5, 64) 204864
activation_3 (Activation) | (None, 4,5, 64) 0
up_sampling2d_2 (UpSampling2 (None, 8,5, 64) 0
conv2d_2 (Conv2D) (None, 8, 5, 32) 51232
activation_4 (Activation) (None,8, 5, 32) 0
up_sampling2d_3 (UpSampling2 (None, 16, 5, 32) 0
conv2d_3 (Conv2D) (None, 16, 5, 1) 801
activation_5 (Activation) (None, 16,5, 1) 0

Table 2. GAN judging network composition. Total params:
247,809. Trainable params: 0. Non-trainable params: 247,809.

conv2d_4 (Conv2D) (None, 16, 5, 64) 1664
activation 6 (Activation) (None, 16, 5, 64) 0
max_pooling2d_1 (MaxPooling2 (None, 8, 5, 64) 0
conv2d_5 (Conv2D) (None, 4, 1, 128) 204928
activation 7 (Activation) (None, 4, 1, 128) 0
max_pooling2d_2 (MaxPooling2 (None, 2, 1, 128) 0
flatten_1 (Flatten) (None, 256) 0
dense_3 (Dense) (None, 128) 32896
activation_8 (Activation) (None, 128) 0
dense_4 (Dense) (None, 64) 8256
activation 9 (Activation) (None, 64) 0

dense_5 (Dense) (None, 1) 6
activation 10 (Activation) (None, 1)

o o

The first half is the generation network, the second half is the
discrimination network, the generation network generates the new
song, then sends into the discrimination network to carry on the
judgment. Because of the use of one-dimensional input, the final
result is not bad, there is hope to continue to optimize, especially
when considering the music chord in the later stage can generate a
more complex music rhythm.

3.4 Based on CNN Convolutional Neural
networks (Table 3)

CNN convolutional neural networks, similar to common neural
networks, are analog biological midbrain neural networks, which
consist of neurons similar to biological neurons that are
interconnected with constants with learnable weights and biases.
Each neuron has the function of receiving multiple input signals,
signal processing, and processing the output of results [10].

It can be seen that although there are more layers of convolution
neural network, it is more to force the one-dimensional input to the
two-dimensional level, and then treat it as a two-dimensional
picture to operate. This operation is not very effective, but it is the
most direct way to deal with a dimension of songs in the current
situation. However, if you need to consider the chord and melody
of the music at the same time, not just the melody of the music, you
can treat a song as two-dimensional or even three-dimensional data.

Table 3. CNN network composition. Total params: 125,096.
Trainable params: 125,096. Non-trainable params: 0.

conv2d 1 (Conv2D) (None, 5, 1, 1) 3
up_sampling2d 1 |(UpSampling2 |(None, 10,4, 1) 0
conv2d 2 (Conv2D) (None, 10,4, 3) 9
activation 1 (Activation) |(None, 10,4, 3) 0
up_sampling2d 2 |(UpSampling2 |(None, 20,16, 3) 0
conv2d 3 (Conv2D) (None, 20,16, 8) 104
activation 2 (Activation) |(None, 20,16, 8) 0
max_pooling2d 1 |(MaxPooling2 |(None, 10,8,8) 0
conv2d 4 (Conv2D) (None, 10, 8, 16) 528
activation 3 (Activation) |(None, 10,8, 16) 0
max_pooling2d 2 |(MaxPooling2 |(None, 5, 4, 16) 0
flatten 1 (Flatten) (None, 320) 0
dense 1 (Dense) (None, 256) 82176
activation 4 (Activation) |(None, 256) 0
dense 2 (Dense) (None, 128) 32896
activation b5 (Activation) |(None, 128) 0
dense 3 (Dense) (None, 64) 8256
activation 6 (Activation) |(None, 64) 0
dense 4 (Dense) (None, 16) 1040
activation 7 (Activation) |(None, 16) 0
dense 5 (Dense) (None, 5) 85
reshape 1 (Reshape) (None, 5, 1, 1) 0

4. EXPERIMENTS
4.1 Data Format

There are two different forms of segmentation according to notes
and according to waveforms.
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Figure 2. Music waveforms that the model needs to process. It
can be seen from the music waveform that a piece of music
itself has periodicity and regularity, but the amplitude and

wavelength of each period are different, only the trend is
similar and the shape is different, which brings great
challenges to the learning of our neural network.

1)  Partitioned by note. Taking the five notes as a group, the
combination of the types of notes is defined as the rhythm type,
and the combination of the time of the notes is defined as the
music spectrum type. By directly learning and recording the
connection law of the combination of any adjacent two groups of
notes, the characteristic law of the melody trend of a certain piece
or a certain type of music is obtained.

2) Segmentation by waveform. The song is regarded as a
square wave waveform every 30 s, and then the Fourier series of
certain n items is calculated by Fourier transform. By learning the
connection law of any adjacent two groups of waveforms, the
characteristic law of the melody trend of a certain piece or a
certain kind of music is obtained.



4.2 Based on Bayesian Networks

About the characteristics of network models, first of all, using the
dense collection of data, that is, each time moving a note or a
waveform, each note of each song, or each of the 30 s of the
waveform are collected, retaining the vast majority of the possible
context of the combination of notes, to ensure the preservation of
music details.

Secondly, unlike the conventional neural network, this neural
network draws the probability curve by learning the occurrence
probability of each possible rhythm type, and predicts the next
possible thythm type according to the curve, and the prediction
result of each time is uncertain(Figure 3). As far as possible in
order to ensure the periodicity and stability of music, produced in
the original data set similar to the composition of notes, and in the
network design to increase the randomness of the composition
generation, so that music is no longer like the general neural
network, there are easy to fall into too random and too mechanical
rigid two extreme problems.

Finally, the whole network model is modularized to realize the
interface of basic functions such as network data acquisition,
network training, network prediction, network preservation,
network import and so on.

500

Number of
occurrences

0

NN~ O
— N <

Rhythm type

Figure 3. Probability of Rhythm type. It can be seen from the
picture that there are many different rhythmic patterns in a
piece of music, but most of the rhythmic patterns may appear
only once or several times; and there is also one or more kinds
of music, which appear much more frequently than other types,
which shows that this rhythm type is the "basic rhythm type"
of the music.

4.3 Based on GAN Countering Neural
Networks

In this paper, because the fundamental purpose is also to make the
computer by learning a certain number of music, from which to
sum up the rules and generate new music, similar to the idea of
GAN network, so there is the possibility of implementation
according to the GAN network. A design generation network
accepts a 1000-dimensional random array, and then outputs a
16x5x1 three-dimensional array data representing the composition
of notes, including rhythm and music patterns. Design discriminant
network accepts a 16x5x1 three-dimensional data, the output is 1 or
0, representing whether it meets the requirements.

First pass in the generated network, generate the network to
generate music fragments, the music fragments into the
discriminant network, the label is now passed in 1, that is, on
behalf of the "real" music, but in fact is generated by the network to
produce "false" music, now the discriminant network will be
judged as false.

After that, the model will constantly adjust the generated network
parameters, and the parameters of the discriminative network are

set to be unadjustable, so in order to continuously reduce the loss
value, the model will always adjust the parameters of the generated
network until the discriminative network thinks it is "real" music.

At the moment, the discrimination network and the generation
network reach a balance. That is to generate "false" music
generated by the network, discrimination network has been unable
to distinguish. So continue to iterate, improve the accuracy of the
discrimination network, so reciprocating cycle, until the generation
of music that even people can not distinguish.

4.4 Based on CNN Convolutional Neural
networks

During this paper, by using CNN neural network, we study the
probability and time of the occurrence of all the notes in a certain
music library, and use big data to obtain the probability of the
occurrence of a particular note in a certain type of music style, and
carry out random combination to get new music.

The basic method is using CNN neural network, divides music into
multiple groups of rhythmic fragments, and then learns the
connection probability between rhythm type and rhythm type. The
existing rhythm type is connected by probability, and the notes are
obtained by big data to recombine to obtain the music.

In this regard, four main methods have been tried. Including:

3) get the beat type of the song, modify the note with big data
to get the new song with the same original beat type;

4) get the rise and fall of the note with the same original beat
type, get the new song at random;

5) get the rhythm type probability through the beat type of the
song, get the new song through the big data note;

6) get the rhythm type and rhythm type connection probability,
connect the existing rhythm type through the probability, get the
new song through the big data note.

5. EXPERIMENT(FIGURE 6)

5.1 Experimental Results of Bayesian Network
Up to the writing of this paper, there are five kinds of model design
methods, and there is a certain progressive between the different
design methods.

7) Learn how to connect the rhythm type and get the
probability of the rhythm type. The next rthythm type is obtained
by giving a starting rhythm type in advance, and then the new
rhythm type is used as input to obtain the next rhythm type, which
forms a chain structure and is finally packaged into a new piece of
music. The experimental results show that the newly formed
music is easy to fall into some fixed rhythm cycle, and can only be
reconnected according to the existing rhythm type to get the music,
and can not produce the new rhythm type.

8) Learn the connection between the rhythm type and the
music type to obtain the probability distribution of each bit of the
next note combination. It is basically the same as method 1, but
improves the circulation mode, and uses the probability of
occurrence and time length of each note to learn, and regenerates
the rhythm type and the music spectrum type respectively in the
newly formed note combination, thus solving the problem that can
not produce the new rhythm type and easily fall into the fixed note
combination cycle.

9)  Learn how to connect rhythm and music patterns, set the
probability function, and get the connection probability of the next



note combination. on the basis of method 2, the importance
parameters of each bit are adjusted. When predicting the next
rhythm type, because the probability of exactly the same rhythm
type is very low, it is necessary to set a similar function to judge
the similarity rate of two rhythm types, so as to determine the next
rhythm type while maintaining a high randomness, and the
influence of different notes on the similarity rate is different. Since
the first and last notes are involved in the link between the two
rhythmic patterns, the design parameters are large because of the
high degree of influence on the similarity rate, and the middle
notes represent the randomness and the central trend of the
combination of the notes. here the final choice is to use quadratic
functions to approximate simulate its importance parameters.
Experimental results show that the new music is more natural,
with the lowest sense of Mechanical sense and violation and
higher originality, and is the best model in all models.

10) Learn the connection mode between rhythm type and music
spectrum type, set the probability function and add genetic
algorithm to obtain the connection probability of the next note
combination. On the basis of method 3, genetic algorithm[12] is
added to generate the result of three times model for the same
input thythm type. the newly generated note combination is taken
as the parent class, and the simulated genetic algorithm is used to
combine two groups to generate new subclasses, and a note
combination is randomly selected from the parent class and the
subclass as the final result. the genetic algorithm is added to
improve the randomness of the whole model. Experimental results
show that the result is not as good as method 3 because the
randomness is too high.

11) Learn the connection mode between 30 s waveforms to
obtain the connection probability of the next waveform. Instead of
using the "rhythmic note type" combination to describe the note
combination, the Fourier transform is used to obtain the
expression description of a certain 30 s music waveform. In the
model, the probability of the connection law of the waveform is
studied and recorded, and the new results are obtained by genetic
algorithm.

By Fourier transform, a periodic function waveform can be
described by the sum of a finite sine expression and a cosine
expression. Since this experiment uses 30 s of music waveform, it
can be expanded into a period function of 30 s to describe the 30 s
waveform.

a,= ﬁ Lh f(x cos( zTZde

2 . ( 2mx [11]
b= j £(x) sm( - jdx
@ =24 3 la, 0057 1, i)

n=1
where a is the interval starting point, bis the interval terminating
point, b — a is the function period, here is the set 30 s, f(x) is the
function to be transformed, here is the sound wave function.

Because of the midi music file, the sound wave function can be
regarded as a complex square wave format, and the waveform can
be described by different number of sampling points.

The main factors affecting the results of Fourier transform are the
number of Fourier series terms and the number of sampling points.
The fitting relationship between the number of different Fourier

series terms and the waveform is obtained by experiments(Figure
4).

notes
To]
n

time/s

—— Source data 20 terms - real number

20 items - integer 50 terms - real number

50 items - integer

Figure 4. Waveform description of different number of terms.
The black waveform in the figure is the original music data,
while the other four waveforms are fitted by the Fourier series
variation under different terms. It can be seen that the
waveform obtained by 50 Fourier series is obviously closer to
the original waveform than that obtained by 20 Fourier series;
the waveform after rounding is closer to the original waveform
than that in the case of real number. The results show that the
waveform with the largest number of Fourier series can be
used and the obtained waveform can be rounded.

Black is metadata, red and yellow are waveform descriptions for
different items, gray and blue are waveform descriptions after
integerization.

This figure represents the comparison between the waveform
described under different Fourier series terms and the original
waveform. it can be seen that as the number of terms increases, the
function waveform described is closer to the waveform obtained
from the original sampling. At the same time, because the note type
of the audio file processed in this experiment can be represented by
integer, the original waveform to be described is square wave in
integer format, so the Fourier series expression can be integerized,
and the final calculation function waveform can be obtained.

Although the similarity with the original waveform increases with
the increase of the number of terms, it will also increase the
running time, so the relationship curve between the number of
terms and time and the similarity rate can be obtained by
experiments on different Fourier series terms with the number of
uniform sampling points. The relationship between the number of
different Fourier series terms and the running time and the fitting
effect is obtained(Figure 5).

It can be seen from the image that there are two main inflection
points, that is, the first inflection point appears when the number of
terms is 35, and the change tends to smooth after this inflection
point; at the second inflection point when the number of terms is 90,
the similarity rate will have a sharp drop and then continue to
smooth. the optimal number of terms and the number of sampling
points is determined by experiments to be 35-600 or 90-600.

Because there is no clear scalar to divide the advantages and
disadvantages of music, this paper adjusts the parameters of model
design by randomly selecting a certain number of people to
evaluate the advantages and disadvantages of the generated music.

After the model generation training, the obtained music waveform
has been close to the general music waveform, and after testing the
music has a higher sense of listening, basically meet the needs of
the arranger.



Figure 5. Relationship between number of terms and time
and similarity rate. The curves of offset and processing time for
different songs under different Fourier series terms are shown
respectively. It can be seen that with the increase of the number
of Fourier series terms, the processing time required basically
shows a linear rise, while the offset of the original waveform
obtained shows a downward trend, and there are two obvious
inflection points when the number of terms is 30 and the
number of terms is 90.

5.2 Experimental Results of GAN Neural
Network

The results obtained are in the middle level in all the network
models of this paper, and the resulting music has the disadvantages
of high randomness. During the experiment, the loss oscillation
occurred in the later stage of network training. The Bayesian
networks can be embedded into the generating network part of the
GAN network in the following experiments because of the
characteristics of the self-learning network of confrontation
network.
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Figure 6. Summary of final experimental results. This graph
shows that in the final results, although CNN and GAN can
achieve certain results, but the results of the waveform is
disorganized, showing that the music is rapid and changeable.
The results obtained by Bayesian network method are
relatively close to square wave and more stable.

5.3 CNN Convolutional Neural Network

Because the notes are obtained by big data, it is almost impossible
to have the same rhythm as the existing music library, and the
resulting music is more innovative and random, and the
experimental results show that the response of the music results is
surprisingly good. However, there is a problem that the feature
extraction and learning of the music are relatively poor, and the
model generated by the training of different musical media is less
differentiated.

6. CONCLUSIONS

This paper adopts three ways of Bayesian network, GAN
confrontation neural network and CNN convolution neural network
respectively, and makes various attempts on artificial intelligence
orchestration direction, and designs, implements and trains twelve
different neural networks.

Experiments show that artificial intelligence, as a frontier science,
can not only be used for classification tasks and data processing
tasks, but also can be applied to artistic creation fields such as
music and painting. the Bayesian network algorithm can be applied
to artificial intelligence music creation, and the results obtained are
more stable and innovative than CNN convolutional neural
network and GAN confrontation network, and the results are better.

However, there are still "deadlocks" in this experiment, that is,
because the Bayesian network is learning the probability of rhythm
type, it may fall into some rhythm type cycle in the generation of
music. Although the introduction of genetic algorithms for
mitigation, but still can not be completely avoided.
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