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ABSTRACT
Electric vehicles’ (EVs) nearly silent operation has proved to be
dangerous for bicyclists and pedestrians, who often use an inter-
nal combustion engine’s sound as one of many signals to locate
nearby vehicles and predict their behavior. Inspired by regulations
currently being implemented that will require EVs and hybrid ve-
hicles (HVs) to play synthetic sound, we used a Wizard-of-Oz AV
setup to explore how adding synthetic engine sound to a hybrid
autonomous vehicle (AV) will influence how pedestrians interact
with the AV in a naturalistic field study. Pedestrians reported in-
creased interaction quality and clarity of intent of the vehicle to
yield compared to a baseline condition without any added sound.
These findings suggest that synthetic engine sound will not only be
effective at helping pedestrians to hear EVs, but also may help AV
developers implicitly signal to pedestrians when the vehicle will
yield.

CCS CONCEPTS
• Human-centered computing → Interaction design theory,
concepts and paradigms; Empirical studies in interaction de-
sign; Interface design prototyping.
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1 INTRODUCTION
Current human expectations of technology have been, to a surpris-
ing degree, inspired by film and television. Modern robot speech
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Figure 1: We explored how EV motor sound influenced AV-
pedestrian interactions in a naturalistic field study.

has been inspired by film characters such as R2D2 and Wall-E
[39, 40, 54]. And the discomfort many people feel towards robots
has likely been fueled by one too many dystopian Hollywood nar-
ratives [7].

Films have also recently inspired another aspect of interaction
with technology: synthetic vehicle motor sound. While no vehicle
to date has reproduced the iconic Jetsons “putt putt” flying car
sound, BMW has hired Hans Zimmer, who scored blockbuster films
such as Inception, to design the sounds for its electric concept cars
[25].

While the environmental benefits of electric vehicles (EVs) are
numerous, their distinctly quiet motor sound compared with con-
ventional internal combustion engines has proven problematic for
vulnerable road users (VRUs), particularly visually impaired pedes-
trians. EVs are 10% more likely to be involved in pedestrian inci-
dents and 51% more likely to be involved in bicycle accidents than
combustion engine cars [5]. As a result, EVs and hybrid vehicles
(HVs) in the US and the EU will be required to augment their motor
sound [5, 15], which has shown to increase pedestrians’ awareness
[6, 17, 53]. Musicians are often enlisted to design these sounds.
However, people’s reactions to the real-world implementation of
EV motor sound has not always been positive, as sometimes the
sound is seen as too different or artful to be practical. We believe
this problem could be minimized by involving users more integrally
in the design process.

Analogous issues arise with the introduction of autonomous
vehicles (AVs), where the absence of a driver removes potential
signals used by VRU’s to predict vehicle behavior [14]. Many re-
searchers have explored alternative external human-machine inter-
faces (eHMI) including lights [13], displays [4, 9, 12, 19], auditory
alerts [48], and projections [48]. However, such interfaces can be
ignored [9], or over-relied on [22], and explicit signals such as
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recorded voices or alerts may be too jarring for pedestrians. Aug-
menting an AV’s motor sound may provide an appropriate, subtle
implicit eHMI signal that emphasizes the vehicle’s natural slowing
motion (already an implicit eHMI [28]) to VRUs without demanding
attention.

Little research has been done to study how motor sound could
(or will) function as an implicit eHMI for an AV in a naturalistic
setting. As such, our contribution is twofold: (1) we providemethods
to systematically evaluate candidate synthetic EV and HV motor
sounds using online surveys (rather than simply relying on the
designer’s intuition), and (2) we show that synthetic motor sounds
improve AV-pedestrian interactions in a naturalistic field study.
This will help automotive designers easily gather user feedback
on candidate motor sounds, and support people designing implicit
eHMI signals such as an AV communicating its intent to yield.

2 RELATEDWORK
The intentional design of vehicle motor sounds extends beyond
popular media, and has been used to alter audible frequencies inside
and outside a vehicle’s cabin [44]. Harley Davidson even applied
to trademark its V-Twin motor sound in 1994 [43], although the
effort was dropped in 2000. But what about EVs, which on their
own, generate very little motor sound?

2.1 Regulations for EV and HV motor sound
To ensure that synthetic motor sounds can be heard within the
din of the urban environment, US regulations stipulate that they
should include either two or four tones distributed across third-
octave band frequencies from 315 Hz to 5 kHz, played while the
vehicle moves at less than 30 km/h [34]. The tones must either
be very loud when the vehicle is idle, or increase in volume as its
speed increases. US regulations do not require that frequency to
change dynamically with vehicle speed, although it was considered
in depth [11], originally suggesting an increase of 1% per 1 km/h
increase in speed. Existing rules require all cars of a particular make
and model to sound the same, though there is ongoing discussion
on allowing users to personalize their vehicle’s sounds [21].

The EU’s Acoustic Vehicle Alerting System (AVAS) regulations
require EVs to play a 56 dB sound when traveling below 20 km/h
or in reverse [3].

2.2 Design space for electric vehicle motor
sound

Based on his experience testing electric vehicle sounds for BMW,
Norman [35] offered four design principles for the design of EV
motor sound:

• Indicate the presence of a vehicle
• Enable someone to locate the vehicle and determine its rela-
tive speed

• Minimize disruptive qualities, as the sound will be heard
frequently

• Standardize sounds so people can identify EVs, while also
allowing for car brand expression

Design firm usTwo mirrored Norman’s approach in prototyping
auditory alerts for vehicle exteriors, identifying three guiding prin-
ciples in order of importance: (1) Safety of pedestrian, (2) Minimal
noise pollution, (3) Brand expression [52]. In addition, they believed
that the audio system could be context-aware, adapting to different
locations, vehicle actions, road users, and environmental conditions
in the surrounding area.

Automotive manufacturers have approached EV sound design by
partnering either with musicians, as BMW did with Hans Zimmer
[25], or with sound design firms. Nissan worked with the firm Man
Made Music to produce a sound concept called “Canto”, which is a
stylized add-9 chord [32] . Jaguar turned to Atlanta-based musician
Richard Devine [1], to create an “elegant, classy, andmodern” sound.
Jaguar noted that “Initial attempts to create a noise inspired by the
sound of sci-fi spacecraft had to be shelved after pedestrians reacted
by looking up to the sky, rather than at the road” [2].

Gathering user feedback when designing sound is critical, as
sonic experiences are highly subjective. Transport for London re-
tained a new design firm after reports of the prototype sounds for
its electric buses being too futuristic [37]. usTwo [52] conducted
a virtual reality experiment of different auditory samples, finding
that sudden changes in sound communicated risk, and that melodic
sound was distracting. Petiot et al. [36] found that users preferred
an EV to sound like a conventional car, or to make no sound at
all. Swart [47] found that variation in user evaluation of EV motor
sounds was largely explained by the terms “Power”, “Comfort”, and
“Futuristic”.

2.3 Motor sound design in other contexts
Motor sounds are a common example of consequential sound, or
sound made as a result of a system’s movement or operation. This is
distinct from intentional sound such as a beep or phone notification,
which are intentional noises to communicate something about the
system [23]. Consequential sound has been thoroughly studied
in product sound design, demonstrating that experiences such as
vacuuming [26], eating a potato chip [46], boiling water in a kettle
[16], and popping a soda can [45] are all influenced by the sounds
that products make.

The human-robot interaction community has explored how ser-
vomotor sound characteristics can influence how people perceive
robots [18, 29, 31, 49]. Others have shown that low frequency infra-
sound can emphasize a robot’s expression [50], and how the spacial
distribution of sound can influence interaction [41]. Moreover, con-
sequential sound is an importance source of robot localization [8].
These researchers have used a combination of online [29, 31, 49]
and in-person [8, 18] study methods to tease out small differences
in sound that can naturally be adapted to the EV sound design
space.

Automotivemanufacturers are no stranger tomanipulating sound.
For instance, BMW has played a vehicle’s motor sound through
its interior speakers to enhance its perceived performance [20].
This relates to the concept of blended sonification [51], where sound
changes based on the desired interaction. For instance, a door knock
may sound differently depending on whether or not the room being
visited is occupied.
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Figure 2: The 14 sounds chosen to explore in Survey 1. Each sound is shown with its original key and transposed (if applicable)
to ensure that each bass note was F2 at the start of the clip, shifting down one octave to F1 at the end.

3 DESIGNING SYNTHETIC MOTOR SOUND
To choose a sound for our on-road study, we conducted a two-part
online study. We collected input on the acoustic characteristics and
appropriateness of 14 sounds comprised of different chords. While
these sounds are neither a comprehensive nor necessarily optimal
set for all conditions, these pilot studies prototyped ways that EV
designers may explore sound, and methods to gather user feedback
that informed our final choice of sound for the on-road study.

3.1 Candidate sound generation
Given the immense design space for sound, we could not explore
all dimensions, and needed to narrow our focus. Existing EV motor
sounds are typically comprised of multiple notes (chords), and
each individual note can be defined by three primary dimensions:
frequency, intensity, and timbre (or tone color), which are known
to interact with one another [33]. Government regulations provide
guidance on the frequency ranges and intensity of sounds, so we
chose to focus our exploration on other dimensions that could vary
across Evs. Timbre is a very complex and subtle dimension, so we
chose the most direct approach and chose a timbre resembling an
electric motor.

This left us to explore harmonic content and voicing of the motor
sounds’ chords.We benchmarked a number of different sounds used
in existing EVs, such as the Nissan Canto sound [32], chords and
voicings from classical music, and train horns. All sounds were
tonal and arrhythmic, and chords with adjacent lower notes often
created a slight pulsing, reminiscent of an engine. The set included

major, minor, augmented, diminished, and open chord types. Each
sound is written in musical notation in Figure 2, and the sound
clips are also available as a video figure1.

The sounds were recorded in Apple GarageBand using the Syn-
thOne iPad app, built on the open source AudioKit platform2 that
we used later to generate sound for the on-road study. The following
elements were held constant across all sounds:

• Timbre: Tone generators were set as square waves with a
low-pass cutoff filter around 690 Hz, to mimic the sound of
an electric motor (determined through significant trial and
error of all synthesizer parameters)

• Frequency shift: A linear 1 octave shift over the 5 second
clip of the sound—prior work has shown that a frequency
shift emphasizes when a robot slows down on a sidewalk
[30]

• Base note: At the end of the frequency shift, the lowest
frequency in each candidate sound was F1 (43.65 Hz)

All sounds were recorded at the same volume. The one octave
pitch shift roughly matched the frequency shift and timing of the
vehicle slowing and stopping in the on-road study.

3.2 Survey 1 Setup
Our first objective was to evaluate appropriateness of the sounds
to our application, and to understand underlying descriptors asso-
ciated with more appropriate sounds.
1https://vimeo.com/439646142
2https://audiokit.io
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3.2.1 Procedure. Participants first read instructions, listened to a
test sound, and listened to a recording with an audio passcode to
ensure that they had working audio. We asked participants to keep
their audio level fixed while completing the survey. Each subse-
quent page played a candidate motor sound, and asked participants
to imagine the sound coming from the car shown in an image (Fig-
ure 1) and rate how well the sound fit the car. Then, following the
Check-All-That-Apply (CATA) protocol, participants selected words
they associated with the given sound from a list of bipolar pairs:
annoying/pleasant, rough/smooth, alarming/relaxing, weak/strong,
happy/sad, intimidating/comforting, expensive/inexpensive, sim-
ple/complex. Participants evaluated all 14 candidate sounds. The
last page collected general demographic questions.

3.2.2 Measures. The primary measures for Survey 1 were the fol-
lowing:

• Appropriateness: Howwell the particular sound fit the desired
application (on a scale from 1 to 9).

• CATA frequency: How often a particular descriptive word
was associated with a particular sound.

3.2.3 Participants. N = 50 members of Prolific, a crowdsourcing
research platform similar to Amazon Mechanical Turk, participated
in Survey 1. Participants were 68% male and 32% female, with a
mean age of 31 years old. They were geographically spread between
the United States (26%) and many other countries around the world.
Participants received $1.10 for the estimated 10 minute survey (ac-
tual average completion time was 8.5 minutes). Nine participants
were excluded for not using headphones as the instructions re-
quested.

3.3 Survey 1 Results
3.3.1 Little variance in appropriateness. The mean appropriateness
of all sounds hovered around the midpoint of the scale (M = 4.4
out of 9, SD = 2.1). However, individual scores ranged from 1 to
9 for each sound, suggesting substantial variation in individual
preference. There were no statistically significant differences in the
mean appropriateness of the sound to the car.

One trend was that of the seven major tonality chords, five were
rated in the bottom half of the appropriateness measure. Conversely,
all four of the sounds having open tonality were rated in the top
half of the scale. While the lack of statistical significance implies
that we cannot lean on these differences too much, the general
trend suggested that chords with less distinct tonalities may fare
better as EV motor sounds.

3.3.2 Correspondence analysis of CATA data. Following methods
from online research evaluating motor sounds [29], we used corre-
spondence analysis of the CATA data to identify general themes
and descriptors that explain variance between candidate sounds
(Figure 3). In a correspondence analysis, descriptors are more likely
to be associated with the sound they are visually closest to. Look-
ing at the layout of these descriptors provides insight into words
that explained more variance across the sample. First, the hori-
zontal dimension (explaining 31.7% of variance) was spanned by
rough/strong and happy/comforting. The vertical dimension (ex-
plaining 18.5% of variance) was spanned by pleasant/alarming.

Figure 3: (Top) The contingency table of the CATAdata show
how often a descriptive word was associated with a given
sound. Some descriptors, like “happy” were seldom selected.
(Bottom) The Correspondence Analysis of the CATA data re-
veals some preliminary trends in the data, such as distinc-
tions between alarming and pleasant sounds, and helps to
visually identify sounds with desirable characteristics.

3.4 Survey 2 Setup
Several participants from Survey 1 mentioned that it was difficult
to hear differences between sounds played one at a time. So for our
next iteration, we chose to follow a pairwise comparison method
previously used to study motor sound in an online setting [31].

To prevent survey fatigue, we downselected from 14 to 7 sounds,
choosing the 7 sounds rated asmost appropriate in Survey 1 (Sounds
3, 4, 5, 8, 12, 13, 14), which also were on the top half of the cor-
respondence analysis (Figure 3), and were more often associated
words with positive characteristics such as pleasant and smooth.
We avoided sounds associated with undesirable characteristics of
intimidating, complex, annoying, weak, and alarming.

3.4.1 Procedure. Participants received the introduction and con-
text on EV sound as in Survey 1, and confirmed their working
sound with an audio passcode. On each subsequent page, partic-
ipants saw Figure 1 above pairs of sounds (labeled Sound A and
B) and were asked to rate which sound they preferred to hear on
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an autonomous electric vehicle, using the following scale: “Defi-
nitely A”, “Probably A”, “No preference/Can’t tell”, “Probably B”,
“Definitely B”. Participants saw all 21 possible pairs of sounds in a
randomized order.

3.4.2 Measure. Preference for the sound, equal to the total number
of points that a sound received, served as the primary metric in
Survey 2. Sounds received points based on each response, with
Definitely A/B receiving 2 points, Probably A/B receiving 1 point,
and No preference/Can’t tell receiving 0 points. Due to slightly
incomplete data from participants skipping questions, scores were
normalized to account for the number of times participants an-
swered the question.

3.4.3 Participants. Participants were N = 50 members of Prolific
who were 70% male and 30% female, with a mean age of 31 years.
They were geographically spread between the United States (24%)
and many other countries around the world. Participants received
$1.11 for the estimated 10 minute survey (actual mean completion
time was 8.5 minutes). Ten participants, who did not use head-
phones as the instructions requested, were excluded from the data.

3.5 Survey 2 Results
The sound with the most preference points after all comparisons
(shown in Figure 4) was Sound 14: an open fifth chord (F-C-F)—
it was not major, minor, augmented, diminished, or a cluster of
notes. Sound 14 was not particularly distinctive in correspondence
analysis. However, it was rated as the most appropriate sound in
Survey 1.

While Sound 14 received 41% more points than the next highest
rated sound, other samples also received a substantial number of
points, thus this preference was not unanimous. Interestingly, the
top three sounds were all relatively simple open chords, followed
by two major chords, followed by more dissonant augmented and
diminished chords.

Figure 4: After tallying the pairwise ranking preference
points, Sound 14 was the most preferred sound for our con-
text.

While 50% of participants in Survey 2 reported being at least
beginner musicians, both non-musicians’ and musicians’ ranked
order preferences for the sound were the same overall.

3.6 Pilot Survey Summary
After generating 14 candidate sounds with a synthesizer and collect-
ing user feedback in two rounds of online surveys, we arrived at a
single motor sound to use in the on-road study: an open fifth chord
with the notes F-C-F. While by no means a universally optimal
sound, this two part evaluation process gave us confidence that we
were choosing a sound that was appropriate to the context.

4 EVALUATING EV MOTOR SOUND ON THE
ROADWITH GHOSTDRIVER

With an appropriate synthetic motor sound prototyped, we could
then implement the motor sound in an on-road study to evaluate
how pedestrians reacted to the sound on an AV. To do so, we con-
ducted a naturalistic field study using a Wizard-of-Oz AV setup. We
added a Bluetooth speaker underneath the hood of the vehicle to
play the synthetic motor sound as it drove around a fixed course,
and then observed and interviewed pedestrians who interacted
with the vehicle.

4.1 Simulated AV (Ghostdriver) Setup
Following the Ghostdriver protocol [10, 24, 28, 42], we equipped a
hybrid vehicle (a 2014 Toyota Prius, shown in Figure 5) with cam-
eras, fake LiDAR sensors, and decals reading “Stanford Driverless
Vehicle”. These props drew attention to the vehicle and increased
the likelihood that pedestrians would perceive and interact with
the vehicle as driverless, but did not hinder the goal of studying
how an AV could communicate through EV sound.

As an HV, the Prius uses an electric motor at low speeds, so
the combustion engine consistently turned off as the vehicle ap-
proached the crosswalk of interest. Thus, it served as a suitable
platform to test the impact of synthetic motor sound on pedestrians’
impressions of AVs.

A custom costume built out of a car seat cover (Figure 5) hid
the driver so that from the outside, the car appeared to be driver-
less. Eight GoPro cameras captured each interaction from different
angles: five captured the car’s perspective and three captured the
crosswalk of interest from the front and two sides.

Figure 5: (Left) The test vehicle (a Toyota Prius) mocked up
with decals, fake LiDAR, and cameras. (Right) The Ghost-
driver costume hid the driver from pedestrians.

98



AutomotiveUI ’20, September 21–22, 2020, Virtual Event, DC, USA Moore et al.

4.2 Live motor sound implementation
To increase believability of the sound, we implemented a system
to modulate the sound’s frequency and volume in response to the
vehicle’s speed.

To do so, we connected an OBDLink scanner to the Prius’ OBD2
port, which transmitted the car’s speed via Wifi to an iPhone XS.
This phone ran a custom iOS app built on the AudioKit platform
that generated the F-C-F sound, and varied the frequency 3% in
pitch per 1 km/hr of speed change.

The sound played out of a JBL Charge 2 Bluetooth Speaker taped
underneath the hood of the Prius. Themetal hood resonatedmaking
the sound’s exact source difficult to localize, mimicking realistic
motor sound.

After pilot testing on our course, we found that the low fre-
quency range we used in the online studies was relatively difficult
to distinguish from the surrounding road noise, so we increased
the sound’s fundamental frequency. This final sound had a base
note of F4 (349.23 Hz) when the vehicle’s speed was 0 km/h. The
highest base note frequency was approximately 820 Hz at a speed
of 45 km/h.

4.3 Study Protocol
We drove the Ghostdriver car in a loop between two roundabouts
on a university campus, repeatedly passing through a crosswalk
that did not have a stop sign to moderate traffic—the crosswalk
shown in Figure 1. Researchers stood at each end of the crosswalk
to conduct interviews with pedestrians who interacted with the
Ghostdriver car.

If a pedestrian interacted with our vehicle and agreed to be inter-
viewed, they were asked to describe their experience and answer
both qualitative questions (about the vehicle’s behavior and per-
ceived autonomy) and quantitative questions (Likert bipolar word
pairs evaluating the interaction on numerous dimensions on a scale
from 1 to 5). If participants had not mentioned the vehicle’s sound
by the end of the interview, interviewers asked if they noticed any-
thing about the vehicle’s sound. The interview protocol is included
in the ACM Digital Library.

4.4 Video analysis
We analyzed video of each interaction from both the car’s perspec-
tive and the crosswalk perspective. The following variables helped
to characterize the interactions:

• Stopping distance: The distance between the front bumper
and the edge of the crosswalk at the point in time when
the car reached its lowest speed3. To estimate this distance,
we created a visual template by measuring the distance to
landmarks in the scene from the camera’s perspective on the
side of the crosswalk.

• Hesitation behavior: Whether or not the pedestrian slowed
down or stopped before crossing the street.

• Arrival order : Whether the car or pedestrian arrived first to
the crosswalk. If it was too difficult to tell which interac-
tant arrived first, we coded it as “same”, however this was
combined with the pedestrian group for statistical analysis.

3For example, when the car stopped, or when it began to crawl at a slow speed towards
the crosswalk.

In addition to examining how pedestrians reacted to the Ghost-
driver car, we also examined how they reacted to conventional
cars passing through the same intersection. These cars were not
driven by researchers, they just passed through the intersection
and interacted with pedestrians while we recorded video of our
experiment.

Video coding was completed in pairs by the authors and other
researchers in our lab, and the scheme was modified and iterated
on as we sifted through the video data set.

4.5 Measures of interaction
We conducted a principal component analysis of the survey items
to group aligned responses into interaction quality and intent:

• Interaction quality: how comfortable and safe the pedestrian
felt during the interaction (α = .77), from the following in-
terview items:
– Interaction was uncomfortable/comfortable
– Interaction was unpleasant/pleasant
– Interaction was unsafe/safe

• Intent: how well the car communicated that it would stop
and patiently wait (α = .74), from the following interview
questions:
– Vehicle was aware of me/not aware of me
– Vehicle wanted me to stop walking/keep walking
– Vehicle wanted me to take my time/hurry up
– I knew the vehicle would stop for me: Definitely yes/no
– The vehicle was trustworthy/untrustworthy

We also considered qualitative feedback from interviewees on
how they felt during the interaction, whether they perceived the
vehicle as autonomous or driven by a human, and evaluatedwhether
they hesitated before crossing in the video analysis.

4.6 Participants
We interacted with N = 84 pedestrians while playing the synthetic
motor sound, gathering a total of N = 43 participant interviews.
Participants ranged in age from 18 to 63 years old (M = 26). Partic-
ipants were from the US (74%), Asia (9%), Europe (7%), or did not
say (9%).

We compared these data to a baseline condition of an earlier
iteration of the study which used an identical protocol, but did not
incorporate synthetic motor sound [28]. In the baseline condition,
we interacted with N = 72 pedestrians without any added motor
sound, and conducted N = 41 interviews. We also compared video
of pedestrians’ reactions to the Ghostdriver car in this study to
video of N = 155 interactions with conventional vehicles.

4.7 Results
In all conditions, 100% of pedestrians crossed in front of the Ghost-
driver vehicle. To dive deeper into the impact of synthetic motor
sound compared to the baseline condition, we analyzed data using
linear models for continuous dependent variables and generalized
linear models for binomial dependent variables. We used R Stu-
dio 1.1.419 and R version 3.5.1, [38] using the base stats package
functions lm() and glm().
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4.7.1 Interaction quality higher than baseline. We fit a linear model
to predict interaction quality from the factors condition (Ghost-
driver baseline or Ghostdriver with sound), car stopping distance,
and perceived vehicle operation (driven by a human, autonomously,
or N/A). Given only 5 data points in the N/A category, we excluded
those participants from this statistical analysis. Adding additional
factors did not explain sufficient additional variance (after compar-
ing models with ANOVA).

As shown in Figure 6, the sound condition saw an increased
interaction quality, b = 0.39, t = 2.49, p = .011, while controlling
for variance in car stopping distances, which were on average
slightly farther away in the sound condition than the baseline
condition. There was no significant difference between those who
saw the car as controlled autonomously or controlled by a human
before crossing, b = 0.14, t = −0.84, p = .402, nor did car stopping
distance have a significant effect, b = 0.01, t = 0.89, p = .378.

4.7.2 Intent clearer than baseline. We fit a linear model to predict
intent from the following factors: condition, car stopping distance,
and perceived operator. We excluded those who did not report
whether the car was controlled autonomously or by a human due
to a small sample size in that group.

Also shown in Figure 6, mean ratings of intent were higher
in the sound condition, b = 0.49, t = 3.39, p = .001. The car’s
stopping distance from the crosswalk was a significant factor, with
intent being clearer the closer the car stopped to the crosswalk,
b = 0.04, t = 3.15, p = .002. There were no significant differences
between groups who saw the car as controlled autonomously or by
a human, b = −0.13, t = −0.94, p = .349.

4.7.3 No significant difference in hesitation between all conditions.
We fit a generalized linear model to predict likelihood of hesitation
from the following factors: condition (Ghostdriver baseline, Ghost-
driver sound, and conventional cars), and arrival order when the
vehicle came to a full stop.

As shown in Figure 7, pedestrians were significantly less likely
to hesitate before crossing when the car stopped before they en-
tered the crosswalk, b = −3.01, t = −4.84, p < .0001. As fewer
than 3% of people hesitated before crossing in front of any car

Figure 6: Interaction quality (left) and intent (right) were
higher in the sound condition compared to the baseline con-
dition. Error bars represent +/- 1 standard error.

Figure 7: Pedestrians were significantly more likely to hesi-
tate before crossing if they arrived at the intersection before
the approaching car stopped. Pedestrianswere slightlymore
likely to hesitate before crossing in front of the Ghostdriver
car than conventional cars, though this was somewhat ame-
liorated by adding the electric vehicle motor sound.

(Conventional or Ghostdriver) when the car arrived first, we can
zoom in at the subset of instances where pedestrians arrived at the
intersection first. Pedestrians hesitated before 27% of conventional
cars compared to 32% in the Ghostdriver sound condition, however
this difference is not significant, b = −0.03, z = −0.06, p = .956.
When comparing these to pedestrians hesitating before crossing in
front of the baseline Ghostdriver car 39% of the time, this difference
is also not significant, b = 0.36, z = 0.73, p = .469.

4.7.4 Qualitative commentary. No participants indicated the car’s
motor sound as a reason why they crossed in front of it. However,
one mentioned the sound and spoke positively about it without
prompting. This participant said, “The first thing I noticed was
the noise, some sort of projected sound...I think it’s a good idea
to get people used to [the sound]”. This participant also expressed
very positive views of autonomy, noting that “Autonomous vehicles
don’t text and drive, they don’t drink and drive. I would probably
feel safer stepping in front of one of them than the other people
who sometimes drive around campus.”

After prompting, 27% of interviewees commented that the sound
was different than that of a conventional car. Of those who noticed
the sound, some described it as fitting in with the car, “I definitely
heard a sound. I’d say it was on the quieter end, like a normal
engine for the most part, for a modern car, for something that’s
newer.” While not all pedestrians explicitly noticed the sound, it is
still possible that it influenced people on a subconscious level.

5 DISCUSSION
We tested adding synthetic motor sound as an implicit signal for
pedestrians to knowwhen to cross in front of an AV in a naturalistic
field study, and found that the sound seemed to have a positive
effect on interactions. We did not exhaustively study every possible
motor sound, but we believe that our experience with the sound
generation and evaluation process can inform future sound design
and AV eHMI design.
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5.1 Motor sound and AV-pedestrian
interactions

Adding motor sound seemed to augment the pre-existing implicit
eHMI of the car’s slowing motion, more clearly communicating
to pedestrians that the vehicle would yield. Both quality of inter-
action and clarity of intent showed slightly higher values in the
sound condition compared to the baseline, even though only 27% of
participants expressed that they noticed the sound in the interview.

The fact that few peoplementioned the soundwithout prompting
suggests that the sound was an appropriate fit for the car, and did
not stand out as strikingly different, unexpected, or out of its natural
environment. If the sound were more novel (such as the Jetsons’
car), more people would probably have noticed the sound, but
it would have been a less realistic implementation. We sought to
create a sound that reflected the impending government regulations,
and was also inspired by existing concepts that will likely enter
the market in the near future. In doing so, we have added more
data suggesting that synthetic motor sound on an EV can improve
interactions with pedestrians. Building on this familiar interaction
pattern with AVs offers an avenue to mitigate potential challenges
that pedestrians may face due to the loss of signals such as eye
contact from drivers.

That is not to say that adding motor sound assuaged all poten-
tial problems. With at least one person expressing surprise that
the Ghostdriver car stopped, more will need to be done to assure
pedestrians that AVs are safe.

5.2 Process guidelines for sound generation
The combination of exploratory survey methods in Survey 1 and
pairwise comparison in Survey 2 enabled us to quickly reduce a
set of candidate sounds to one that users reported was the most
appropriate. This strategy could be applied to a larger set of sounds,
and a larger population, with automotive manufacturers targeting
online surveys to their desired demographics. The pairwise com-
parisons between sounds are key to teasing out small differences
between sounds, which would otherwise be difficult for people to
discern, particularly in online settings [29].

On-road testing of sound is also critical, as ambient noise in the
environment may mask certain frequencies, and the experience of
encountering the vehicle and hearing sound in person will differ
from viewing a photo and hearing the sound through headphones.
This was evidenced in our study, by the need to change sound
frequency after initial on-road trials. Therefore, we advise simulta-
neously, and iteratively testing sounds in both on-road and online
contexts. Increasing the frequency of the sound changes how peo-
ple hear it, and we cannot say with confidence that our on-road
sound would be the most preferred if we re-ran the online study at
higher frequencies.

5.3 Design guidelines for EV sound
characteristics

User testing of sound is critical, as every application and context
will be different. As Jaguar and Transport for London reported,
users may have very different perceptions of appropriate sound
than their designers. Users may react to sounds being too futuristic
or complex. We observed this as well—results from our studies

suggest that open chords are more likely to be preferred by users
than major, minor, augmented, or diminished chords.

We expected participants to prefer major chords, as they are
associated with happy and joyful music in the classical tradition.
However, this was not the case. Perhaps melodic motor sounds are
too distracting or notable, or fatiguing to listen to for long periods.
How this will play out in industry remains to be seen: Nissan’s
Canto sound was an open ninth chord, while Transport for London
is testing a major chord.

Our pilot testing also clearly revealed that shifting the pitch and
volume of the sound made it easier to hear above the din of a busy
street.

5.4 Future Work and Limitations
Given the nearly infinite design space for sound, we could not ex-
haustively evaluate all types of sound, but focused instead on chord
type and voicing as two of many interesting dimensions. We hope
that future work will explore additional sounds and systematically
evaluate additional dimensions.

Our on-road sound had a higher pitch than the sounds piloted in
our surveys, though they had the same tonality. It is possible that if
we had conducted the surveys with higher pitched sounds, the re-
sults might be different. However, regardless of the approach for de-
signing the sound, our results suggest that the sound implemented
in the on-road setting was effective in improving interactions with
pedestrians, which was the primary goal of the study.

In any naturalistic field study, there are many factors that could
influence an interaction. We have explored several potential con-
founds such as weather, time of year, and day of week, and found no
significant influence on results. However, the demonstrated effect
may still have been caused by external factors.

While regulations were motivated primarily by EVs, they also
pertain to HVs. The Toyota Prius, used in both the sound and
baseline conditions of this study, is significantly quieter (in electric
mode) than conventional vehicles, but in conventional mode is
much louder than an EV. The effect of the added sound would likely
be more pronounced when applied to a fully electric vehicle.

6 CONCLUSION
We prototyped an online method to evaluate EV motor sound candi-
dates, showing that users likely prefer an open chord. We then im-
plemented that sound in an on-road naturalistic field study demon-
strating that the benefits of adding synthetic motor sound to EVs
also translate to AVs-pedestrian interactions.

Whereas art and media can inspire EV motor sound, designers
should also gather user input before a sound is fully implemented.
Individuals vary significantly in their preferences for, and sensi-
tivity to, sound, and it can take many iterations to design a motor
sound that appeals to most. The online elicitation and data analysis
methods used in this paper effectively evaluated a set of candi-
date motor sounds, reducing the set to an optimal choice for our
application.

As a form of implicit eHMI for AVs, motor sound can augment
the visual cue of an approaching AV, emphasizing to pedestrians
when it will slow and yield. Such a signal would be less likely than
an explicit signal to draw attention to an AV behaving differently
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than other cars, thereby reducing the likelihood of the AV receiving
antagonistic behavior from other road users [27]. Critical to this
aim is designing a sound that is audible above the hum of a busy
street, but not so distracting as to draw attention to a stopped
vehicle. Thus, successful EV and AV sound design will benefit from
a healthy combination of both science and art.
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