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ABSTRACT
Virtual-reality reproduction of real-world acoustic environments of-
ten fix the listener position to that of the microphone. In this paper,
we propose a method for listener translation in a virtual reproduc-
tion that incorporates a mix of near-field and far-field sources. Com-
pared to conventional plane-wave techniques, the mixed-source
method offers stronger near-field reproduction and translation ca-
pabilities in the case of a sparse virtualization.

Index Terms— Sound field translation, virtual-reality repro-
duction, binaural synthesis, higher order microphone.

1. INTRODUCTION

Sound field translation can be used to enhance virtual-reality re-
productions of real-world experiences, such as orchestral perfor-
mances, or sitting in the stands of a sports stadium [1, 2]. Hardware
and feasibility restrictions limit us from recording large acoustic ar-
eas [3, 4], and as a result, the listener is usually stuck in a fixed
acoustic position when experiencing a virtual-reality reproduction
[5]. Recently, techniques of expanding a captured acoustic envi-
ronment into secondary virtual plane-waves [6], and translating the
secondary virtual environment, have been developed to allow for
listener head rotation and movement in virtual-reality reproductions
[7, 8]. These expansion techniques, however, are still restricted by
underlying hardware limitations [9], as listeners are only able to
translate within the acoustic sweet spot of a few centimeters that is
captured by a commercial higher order microphone [10]. Translat-
ing beyond this inherent region results in spectral distortions [11],
loss of localization [12], and a poor perceptual listening experience.

In this paper, we propose an alternative method for sound field
expansion and translation. The method expands a mode-limited
recording into a mix of secondary near-field and far-field virtual
sources, in an effort to create a more perceptually accurate virtual-
reality reproduction. We compare the plane-wave expansion tech-
nique (Section 3) and our proposed mixed-source expansion (Sec-
tion 4) through a preliminary simulation study (Section 5). We will
show that the mixed-source method offers negligible difference to
the plane-wave technique when the standard closed-form expres-
sion is used for virtualization. Both methods remain to be spa-
tially restricted by the underlying modal limitation of the original
recording. However, prospects improve when we consider a sparse
expansion method using the least-absolute shrinkage and selection
operator (Lasso), which has been proven to help extrapolate mode-
limited sound fields [13, 14]. In this sparse case, we will show that
the mixed-source method offers stronger near-field characteristics,
while maintaining the far-field abilities of the plane-wave technique
for virtual-reality reproduction. Furthermore, the mixed-source
method is capable of modeling virtual near-field sound sources,
which may provide a better perceptually immersive virtual-reality
reproduction of near-field sound emitters and scatterers.

2. PROBLEM FORMULATION

Consider a listener within a virtual sound field reproduction, posi-
tioned at d ≡ (r, θ, φ), θ ∈ [0, π], and φ ∈ [0, 2π) with respect to
the origin O. The binaural sound perceived by the listener can be
synthesized by filtering the virtual source distribution with the lis-
tener’s head-related transfer functions (HRTFs) [15], expressed as

PL,R(k,d) =

∫
ψ(k,y;d)HL,R(k,y)dy, (1)

where the integration is over the virtual source locations of y
for near-field sources, and over the virtual angles ŷ for far-field
sources, PL,R(k,d) are the pressure signals at the left or right ear,
k = 2πf/c is the wave number, f is the frequency, c is the speed
of sound,HL,R(k,y) are the listener’s HRTFs, and ψ(k,y;d) is the
source distribution due to a virtual source at y as observed at d.
Similarly, the virtual signal field received at any arbitrary position
x is given by

P (k,x) =

∫
ψ(k,y;x)dy, (2)

where ψ(k,y;x) is the source distribution observed at x due to the
same virtual sources at y. It can be shown that any real-world or
virtual homogeneous sound field like (2), can be expressed with the
spherical harmonic decomposition of [16]

P (k,x) =

∞∑
n=0

n∑
m=−n

αnm(k)jn(k|x|)Ynm(x̂), (3)

where | · | ≡ r, ·̂ ≡ (θ, φ), n and m index harmonic order and
mode, respectively, jn(·) is the first kind spherical Bessel function,
Ynm(·) are the spherical harmonic basis functions, and αnm(k) are
the sound field coefficients.

Let us now consider an N th order receiver, such as a spheri-
cal or planar microphone array [10, 17], that we use to capture a
real-world sound field (3) for {αnm(k)}, n ∈ [0, N ]. We denote
this measured sound field as PM(k,x) with respect to the center of
the microphone when x = 0, and stress that the mode limitation
introduces a spatial reproduction constraint of

PM(k,x) ≈ P (k,x), for |x| < Rx, (4)

where Rx is the receiver region related by N = dkRxe [18].
Our objective is to expand a source distribution ψ(k,y;d) from

a mode limited sound field measurement PM(k,x) ∼= {αnm(k)},
n ∈ [0, N ], with the intent to relax (4) and translate the recorded
sound field to |d| > Rx for binaural reproduction. An illustration
of this translation process is presented in Fig. 1.
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3. PLANE WAVE EXPANSION

In this section, we review the plane-wave translation method pre-
sented in [7] (illustrated in Fig. 1). We first present the closed-form
expression for expanding a measured sound field at x to an equiv-
alent virtual plane-wave distribution ψ(k, ŷ;x). We then translate
this distribution to d, finding ψ(k, ŷ;d) for binaural reproduction.

We aim to represent the measured sound field with an equiva-
lent superposition of virtual plane-wave sources, given as

PM(k,x) ≡ PEQ(k,x) =

∫
ψ(k, ŷ;x)

1

4π
e−ikŷ·xdŷ, (5)

where ψ(k, ŷ;x) is the virtual plane-wave source distribution as
seen by the receiver at x. Given ψ(k, ŷ;x) is a spherical function,
it can be decomposed into spherical harmonics by

ψ(k, ŷ;x) =

∞∑
n′=0

n′∑
m′=−n′

βn′m′(k)Yn′m′(ŷ), (6)

where βn′m′(k) are the virtual source harmonic coefficients ex-
panded about the receiver region x = 0. Substituting (6) and the
plane-wave decomposition [16],

1

4π
e−ikŷ·x =

∞∑
n=0

n∑
m=−n

(−i)nY ∗nm(ŷ)jn(k|x|)Ynm(ŷ), (7)

into (5), gives the equivalent sound field harmonic decomposition,

PEQ(k,x) =

∞∑
n=0

n∑
m=−n

(−i)nβnm(k)︸ ︷︷ ︸
αnm(k)

jn(k|x|)Ynm(x̂). (8)

From (8), we find the relationship between the virtual source har-
monics βnm(k) and the measured harmonic coefficients αnm(k).
Substituting βnm(k) = inαnm(k) into (6), gives us the desired
expansion for a virtual source distribution that is equivalent to the
measured sound field, expressed as

ψ(k, ŷ;x) =

N∑
n=0

n∑
m=−n

inαnm(k)Ynm(ŷ). (9)

In practice, the equivalent virtual sound field (5) can be approx-
imated with a finite set of L virtual sources, at discrete positions
of ŷ`, for ` ∈ [1, 2, · · · , L], distributed about a sphere. Solving
(9) for each virtual source, gives us the reproduced virtual-reality
sound field as

PM(k,x) ≡ P pw
EQ (k,x) =

L∑
`=1

ω`ψ(k, ŷ`;x)
1

4π
e−ikŷ`·x, (10)

where ω` are suitable sampling weights for the source distribution.
For the measurement position at x = 0, we see that each

term of (10) for P pw
EQ (k,x + d) differs only by a phase-factor

e−ikŷ·d. Combining this phase-factor with the expanded distribu-
tion ψ(k, ŷ`;x), gives us the translated virtual plane-wave source
distribution of [19]

ψ(k, ŷ`;d) = ψ(k, ŷ`;x)e
−ikŷ`·d. (11)

Lastly, we synthesize the translated listener’s binaural signals (1)
from the virtual-reality reproduction by

P pw
L,R(k,d) =

L∑
`=1

ω`ψ(k, ŷ`;d)HL,R(k, ŷ`). (12)

𝜓(𝑘, ෝ𝒚; 𝒙)

𝒙

𝑅𝒙
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Figure 1: Virtual plane-wave expansion and translation for binaural
reconstruction, where region Rx denotes the recorded sound field
with an equivalent source distribution ψ(k, ŷ;x), and d denotes
the listener perceiving the translated source distribution ψ(k, ŷ;d).

4. MIXED SOURCE EXPANSION

In this section, we propose a mixed source distribution model of
both near-field and far-field virtual sources, for sound field trans-
lation. First, we discuss the method of translating a mixed virtual
source distribution ψ(k,y;x) to the listener position d. Second,
we present a closed-form method for expanding and translating the
mixed source distribution from the measured coefficients αnm(k).
Finally, we present a sparse constrained source distribution expan-
sion using the Lasso.

4.1. Mixed sound field translation
In this subsection, we derive an expression for the translated distri-
bution ψ(k,y;d) in terms of the expanded distribution ψ(k,y;x =
0), for a mix of near-field and far-field sources.

Consider a near-field point-source at y, where the distribution
at the source is denoted by ψ̇(k,y). We can express the source
distribution function observed at x, with

ψ(k,y;x) = ψ̇(k,y)
eik|y−x|

|y − x| . (13)

Evaluating (13) when x = 0 gives the point-source distribution
observed by the receiver, as

ψ(k,y;x = 0) = ψ̇(k,y)
eik|y|

|y| . (14)

Substituting for ψ̇(k,y) in (13) from (14), and setting x = d gives
us the desired translated distribution expression

ψ(k,y;d) = ψ(k,y;x = 0)|y|e−ik|y|︸ ︷︷ ︸
ψ̇(k,y)

eik|y−d|

|y − d| . (15)

We note that the |y|e−ik|y| factor can be considered as a normaliza-
tion term. Furthermore, this normalization has the property of [20]

lim
|y|→∞

|y|e−ik|y| e
ik|y−x|

|y − x| = e−ikŷ·x, (16)

which allows virtual plane-wave distributions to be modeled by nor-
malized point-sources positioned in the far-field. We will utilize the
normalized point-source model (16) to expand and translate a mixed
equivalent sound field of near-field and far-field virtual sources next.

4.2. Mixed virtual source reproduction
We propose a mixed equivalent sound field expansion consisting of
two concentric spheres of virtual point-sources. The radii of the
virtual spheres R1 and R2 are positioned in the near-field and far-
field, respectively. We express this mixed equivalent sound field as

PEQ(k,x) =

2∑
q=1

∫
ψ(k,Rqŷ;x)Rqe

−ikRq eik|Rq ŷ−x|

4π|Rqŷ − x|
dŷ,

(17)
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where q indexes each virtual sphere. The spherical harmonic de-
composition of a normalized point-source is given by [16]

|y|e−ik|y| e
ik|y−x|

4π|y − x| =

∞∑
n=0

n∑
m=−n

ik|y|e−ik|y|hn(k|y|)Y ∗nm(ŷ)jn(k|x|)Ynm(x̂),

(18)

where hn(·) are the first kind spherical Hankel functions. Following
a similar procedure to Section 3, we can decompose the mixed-
source distribution into harmonics of βnm(k, |y|) similar to (6), and
substitute them along with (18) into (17), to extract the relationship
between the equivalent and measured coefficients,

βnm(k, |y|) = αnm(k)

ik|y|e−ik|y|hn(k|y|)
. (19)

Substituting (19) back into (6), gives the closed-form expansion for
the mixed virtual source distribution as

ψ(k,y;x) =

N∑
n=0

n∑
m=−n

αnm(k)

ik|y|e−ik|y|hn(k|y|)
Ynm(ŷ). (20)

We can once again approximate (17) with L discrete virtual point-
sources on each sphere, giving the mixed equivalent sound field as
Pmix

EQ (k,x) =
2∑
q=1

L∑
`=1

ω`ψ(k,Rqŷ`;x)Rqe
−ikRq eik|Rq ŷ`−x|

4π|Rqŷ` − x|
. (21)

Translating the mixed-source sound field cannot be performed
elegantly like the plane-wave phase-shift (11). Instead, we translate
the sound field in the modal domain by decomposing Pmix

EQ (k,d)
into a shifted set of spherical harmonics about the position d. The
translated sound field coefficients with respect to d are given by the
mixed-sources at ~y = y`−d, for |d| ≤ R1, such that ανµ(k;d) =

2∑
q=1

L∑
`=1

ω`ψ(k,Rqŷ`;x)ikRqe
−ikRqhν(k|~y|)Y ∗νµ

( ~y
|~y|

)
, (22)

where ν and µ index the translated harmonics, centered at d. The
binaural signals (1) can be synthesized directly from these trans-
lated coefficientsανµ(k;d) and the listener’s modal domain HRTFs
Hνµ

L,R(k), with [21, 22, 15]

Pmix
L,R (k,d) =

∞∑
ν=0

ν∑
µ=−ν

ανµ(k;d)H
νµ
L,R(k). (23)

4.3. Sparse expansion using the Lasso
While the closed-form expansion (20) constructs a mixed equivalent
sound field, it does so by distributing energy ψ(k,y`;x) across a
majority of the virtual sources. In Section 5, we will show that this
property may weaken the perceptual accuracy for a translated lis-
tener. To address this concern, we also examine a sparse constrained
equivalent sound field expansion using the Lasso [23].

The measured coefficient αnm(k) can be expressed in terms of
the source distribution at the receiver ψ(k,Rqŷ`;x) with (18), as
αnm(k) =

2∑
q=1

L∑
`=1

ikRqe
−ikRqhn(kRq)Y

∗
nm(ŷ`)︸ ︷︷ ︸

a(nm,Rq,ŷ`)

×ψ(k,Rqŷ`;x). (24)

We denote (24) in matrix form as
α(k) = A(k)ψ(k), (25)

where α(k) = [α00(k), α1−1(k), · · · , αNN (k)]T,
ψ(k) = [ψ(k,R1ŷ1; 0), · · · , ψ(k,R2ŷL; 0)]

T,
andA(k) is a (N + 1)2 by 2L matrix of elements a(nm,Rq, ŷ`).

A sparse equivalent source distribution ψ(k,y`;x) is con-
structed by solving the linear regression problem (25) using the
Lasso [23]. In brief, the Lasso can be expressed by the sparse con-
strained objective function of [14]
ψ(k) = argmin

ψ(k)
||α(k)−A(k)ψ(k)||22 + λ||ψ(k)||1, (26)

where the parameter λ controls the strength of the sparsity con-
straint for virtual signals ψ(k). We point the reader to [24, 25]
for further information on compressive sensing using the Lasso. In
the next section, we will compare the closed-form and sparse ex-
pansion methods in simulation, and show that the Lasso expansion
is able to relax the spatial constraint of (4) for binaural synthesis.

5. SIMULATION ANALYSIS

In this section, we study the spatial characteristics of virtual source
expansions for the application of translated binaural reproduction.
First, we examine the point-source and mixed-source closed-form
expansions. Second, we investigate the use of sparse constrained
equivalent sound field expansions using the Lasso.

We use a sound field reconstruction error metric to gain insight
on the virtual source expansion methods, defined as

εtrue(k,x) =
|P (k,x)− PEQ(k,x)|2

|P (k,x)|2 , (27)

where P (k,x) is the original sound field, and PEQ(k,x) is a plane-
wave or mixed-source equivalent expansion. We reinforce that the
aim of this paper is not to achieve perfect sound field reconstruction,
but, to create a virtual acoustic environment that is immersive and
perceptually accurate for a human listener. Therefore, while we use
reconstruction error as a tool to gain insight, it is not a complete
representation of performance.

We simulate a simple sound field for a point source at ys =
(2m, π/3, π/4), with a frequency of f = 1000Hz. The sound field
expansion has L = 625 virtual sources, with the positions y` ar-
ranged on Fliege nodes [26]. The mixed equivalent sound field has
a near-field virtual sphere atR1 = 3m, and a far-field virtual sphere
at R2 = 20m. The recorded sound field PM(k,x) is taken at the
origin O = [0, 0, 0]m, and is mode limited to N = 4, correspond-
ing to a spatial reproduction constraint (4) of Rx = 0.22m. The
translated listening region is positioned at d = (0.5m, π/2, π/2),
and is designated the same Rx region size. Sparse equivalent sound
field expansions use a λ = 0.001, 500 iteration Lasso [23].

5.1. Closed-form expansion
The mixed-source and plane-wave closed-form expansions are ob-
served to have identical sound field characteristics, so we have
selected to only present the plane-wave equivalent sound field
here. We show the closed-form plane-wave expansion of the xy-
horizontal plane in Fig. 2(c), with the true incident sound field
given in Fig. 2(a). We comment that the closed-form expansion
(9) (as well as (20)) in Fig. 2(c) is an almost exact reconstruction
of the mode limited recording shown in Fig. 2(b). This result of
PEQ(k,x) ≡ PM(k,x), shows that while an equivalent sound field
is not explicitly mode limited, it does, however, remain to be spa-
tially limited (4) due to its strict approximation of the mode lim-
ited recording. Figure 2(d) illustrates the closed-form expansion’s
spatial limitation. We observed that the virtual reproduction has a
sweet spot isolated about the recording region. Furthermore, re-
construction in the translated listening region about d is seen to be
erroneous, and it is believed that this indicates poor perceptual re-
production.
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Figure 2: Equivalent plane-wave sound field, where (a): is the true
incident sound field P (k,x), (b): is the higher order recording
PM(k,x), (c): is P pw

EQ (k,x) from a closed-form expansion, and (d):
is the virtual plane-wave reproduction error εpw

true(k,x). We note that
a closed-form mixed-source expansion has similar characteristics to
the closed-form plane-wave expansion presented here.

5.2. Sparse expansion using the lasso
We present the sparse plane-wave and mixed-source equivalent
sound fields using the Lasso in Fig. 3(a) and (c). We comment
on how the Lasso expansion results in a uniform virtual equivalent
sound field for the two methods. As a result, we see that the wave
form about d better represents the true sound field in Fig. 2(a),
potentially leading to a perceptually accurate reproduction for the
translated listener. This strong outcome is in contrast to the dis-
torted reproduction we observed for the closed-form expansion.

Next, we compare the plane-wave, Fig. 3(a), and the mixed-
source, Fig.3(c), virtual reproductions. The plane-wave reproduc-
tion is observed to be far-field like in nature. Whereas, the mixed-
source reproduction is seen to have a more prominent curvature,
representative of the true near-field sound source. This near-field
nature of the mixed-source reproduction is believed to provide a su-
perior auditory experience for the translated listener. Furthermore,
the sound field reconstruction errors in Fig. 3(b) and (c) reinforce
this notion. The plane-wave sweet spot is seen to extrapolate from
the recording region, but struggles to reach the translated listener at
d, instead extending predominantly in the wave field direction. The
mixed-source reconstruction is shown to behave similarly, but with
a larger extrapolated sweet spot that is able to cover the translated
listening position.

Finally, we present the distribution of activated virtual sound
sources in closed-form and Lasso expansions. For this simulation,
we introduce a second sound source in the far-field, such that the
true incident sound field P (k,x) is excited by point-sources at
ys1 = (2m, π/3, π/4), ys2 = (50m, π/3, 3π/4). Figure 4 de-
picts the distribution of virtual signals |ψ(k)| (26), normalized to
[0, 1] over φ, for the plane-wave and mixed-source equivalent sound
fields. We observe a significant spread of activated sources for
the closed-form expansions in Fig. 4(a). Furthermore, the mixed-
source distribution is seen to utilize both the inner sphere and outer
sphere virtual sources for both the near-field and far-field incident

Figure 3: Virtual reproductions (left) and their reconstruction errors
εtrue(k,x) (right). For (a) & (b): plane-wave expansion using the
Lasso, and (c) & (d): mixed-source expansion using the Lasso.
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Figure 4: Distribution of activated virtual sound sources in plane-
wave and mixed-source equivalent sound fields, for (a): closed-form
expansion, and (b): expansion using the Lasso, where the true inci-
dent sound field is excited by a near-field source at (2m, π/3, π/4)
and a far-field source at (50m, π/3, 3π/4).

sound components. On the other hand, the mixed-source Lasso ex-
pansion is able to differentiate incident near-field and far-field com-
ponents with similarly distant virtual sources, as shown in Fig. 4(b).
This attribute of modeling near-field components with close virtual
sources, and far-field components with far sources, is believed to
offer a stronger perceptual experience for the listener.

6. CONCLUSION
We have proposed an alternative approach for virtual-reality repro-
duction of real-world environments using a mix of near-field and
far-field virtual sources. The mixed-source and conventional plane-
wave translation techniques remained to be spatially restricted by
the recording’s underlying modal limit, for closed-form expansion
methods. However, for sparse constrained expansion methods, the
mixed-source model is shown to be beneficial. It offered near-
field like sound field reconstruction with similarly positioned vir-
tual sources, which may lead to stronger perceptual accuracy for
translated listeners. We have not presented any examinations with
room acoustics, or any listening tests applying the translation meth-
ods with real HRTF data. These are assignments we hope to address
in the near future.
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