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Abstract

A key aspect of immersive audio is realistic acoustics. To get plausible acoustics for an
environment the impulse response can be generated using acoustic simulations. In theory,
the impulse response changes depending on the location of the sound source and listener
in the scene. The impulse response should therefore ideally be updated in real-time for
interactive applications which require fast acoustic simulation methods like ray tracing.

In this thesis the listening experience of sound generated with an interactive sound
propagation engine was explored and compared to spatial sound produced with a static
impulse response. The aim was to evaluate the sound experience for applications outside
of virtual reality, with computational cost in consideration. This was done by conducting
a user study where the participants got to interact and compare the two sound methods in
different environments. The study was performed using a custom developed application
integrated with a pre-existing sound propagation engine.

The results from the user study showed no obvious perceptive difference between the
two sound rendering methods that could justify the extra computations. Overall there was
even a slight preference for the stereo method that used a static impulse response. How-
ever, there were qualities to both sound rendering methods that were preferred depending
on the environment.

Another thing that was investigated in the work of this thesis was how the varying
accuracy of localization of sound in different directions can be used in acoustic ray tracing
algorithms. An alternative sampling method was developed that uses a biased distribution
based on spatial resolution of human hearing instead of traditional uniform sampling. The
computation time of the random sampling phase increases, but could potentially reduce
the number of ray samples needed. Testing of this method was limited and could neither
show any benefits or drawbacks with biased sampling.
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1 Introduction

A commonplace goal of interactive experiences is to achieve immersion, whereby the user
feels present in the presented world. Immersion can be achieved through different means
which engage different parts of the brain. Techniques include the telling of engaging narra-
tives or in the case of interactive experiences mechanics that generate sensory-motoric feed-
back loops. The more direct way is to try to achieve spatial immersion by introducing real-
istic stimuli that mediates a convincing world adhering to the physical rules that the mind is
trained to detect. Spatial information is primarily perceived using sight and hearing. While
advances in the technology have led to many significant graphical improvements over the
years, there has been less emphasis on more realistic audio.

Auralization[9] is the procedure of rendering audible samples that simulates the listen-
ing experience at a position in a modeled space. Doing real-time auralization for interactive
media can be essential for spatial immersion and interest in realistic spatial audio has grown
as virtual reality hardware has improved. Auralizations of a digital space require simula-
tion of how sound propagates through the environment which requires heavy computations
which are challenging to perform at interactive rates. While the benefits of interactive sound
propagation have been explored for virtual reality applications, there has not been as much
research into the benefits for traditional flat screen experiences.

There are two prevailing approaches to simulating sound propagation for acoustics. One
approach is to solve the wave equation numerically which gives accurate results but also
requires very heavy computations. The other approach is to use what is called geometrical
acoustics, or GA for short. With GA simulation sound waves are assumed to propagate as
rays. This assumption can be considered physically correct for high frequencies where the
wavelength is much smaller than the object but falters at lower frequencies where the wave
properties become more important. Despite the accuracy concerns with GA, its simplicity
makes it perfect for efficient acoustic simulations which is especially important for real-time
applications.

1.1 Aim

The aim of the work in this thesis is to explore the potential benefits of geometric acous-
tic (GA) propagated sound simulation compared to a more conventional convolution reverb
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1.2. Research questions

method for interactive experiences outside of virtual reality. A pre-existing sound propaga-
tion engine will be integrated into a game environment where a user study will be conducted
to evaluate the listening experience. Some further optimizations of the simulation will also
be tested utilizing the psychoacoustic property of spatial resolution. The sound propagation
engine that will be used in the tests is Gsound[20] developed by Carl Schissler at University
of North Carolina at Chapel Hill.

1.2 Research questions

• How is interactive sound propagation experienced compared to more traditional stereo
methods for games?

• Is there a major perceptive difference with interactive sound propagation compared to
a static reverb for applications outside of VR that justifies the computational cost?

• Can the variation of spatial resolution for different angles be utilized in acoustic simu-
lations to minimize computational load?

1.3 Delimitations

This work done in this thesis is limited to a geometrical acoustic implementation for sound
propagation and does not cover any wave-based solutions. Although wave-based algorithms
have some advantages, they require complex computations that need to be pre-calculated
for a real-time application. Geometric solutions are more straightforward to implement and
can easily handle dynamic scenes with moving sound sources. There are some commercial
sound propagation plugins like Steam Audio and Oculus Audio for game engines such as
Unreal Engine, but they were not used due to their closed nature. Another method that
was not covered in this thesis is the use of head-related transfer functions (HRTFs). HRTFs
would make it possible to create more realistic spatialized audio but would also add a lot of
complexity to both the sound implementation and user study.
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2 Theory

There are many physical aspects to take into account when creating realistic sound for an
interactive 3D-environment. Two easy effects to use when spatializing audio are panning
and fading. Panning between the left and right channel in a stereo setup makes it possible
to tell what direction a sound comes from while fading the volume up or down gives the
listener ques of the distance to the sound source. An equally important thing to consider
is acoustics which can be approximated by adding a simple reverberation effect. However, a
common problem is that the reverberation effect does not match the visuals and does not meet
the listener’s expectation of how things should sound. For a more immersive experience the
sound should be more realistic and consider how sound waves interact with the environment.
A good approach to this is by using an impulse response.

2.1 The room impulse response

Adding acoustic information to an audio signal is commonly done utilizing an impulse re-
sponse[16]. The room impulse response is the transfer function between the sound source and
microphone and contains the acoustic characteristics for a specific point in the location. As the
name implies the input signal is a unit impulse which in theory would be an infinitesimally
short, extremely loud sound. In practice the impulse can be approximated with something
like the bang of a gun. A perfect impulse signal contains all frequencies with equal ampli-
tude which is hard to replicate with a bang. This property does however enable the use of
frequency sweeps where the frequencies detectable by the human ear are played separately
in a sinusoidal sweep which usually give more accurate results. The recorded response is
then processed using deconvolution to create the impulse response.

The room impulse response is the sound energy response from the impulse sound that has
reached the listening position in a room. Due to the sound attenuating through the air and the
interaction with the environment, the sound waves will arrive at different times with different
amounts of energy. This is what makes the room impulse response an acoustic description
of a specific listener position in a location. The acoustic sound signature of the room can
then be added to any sound signal by convolving it with the impulse response in what is
called convolution reverb. Although convolution can be performed in the time domain, it
is far more efficient to convolve in the frequency domain considering the temporal length of
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2.2. Geometrical acoustic simulation

audio clips. This is done by first transforming the input using a fast Fourier transform (FFT)
algorithm.

Figure 2.1: A simplified graph of a time-energy response from an impulse sound showing the
layout of the three different categories of energy spikes.

Each peak in the plot of an impulse response represents a reflection path of the sound
wave. The room impulse response is usually divided into three distinct parts with different
characteristics[23], see Figure 2.1. The first spike is the direct sound which is only delayed by
the distance from the sound source. What follows are the early reflections from the environ-
ment that arrive close enough in time so that they can not be perceived separately from the
direct sound because of the Haas effect. It is these two categories of sound that present the
most information about the source such as its distance and loudness. The last part is the late
reverberation consisting of higher-order reflections from the environment. The high amount
of reflection creates a diffuse sound field where individual echoes cannot be heard. Reverber-
ation is the part of sound that is most associated with the acoustic properties of a room and
gives hints to things like the scale and shape of the room.

2.2 Geometrical acoustic simulation

With auralization of a digital scene the impulse response has to be generated through an
acoustic simulation. Efficient acoustic simulations usually build on the assumption that
sound waves propagate as rays to enable faster computations in what is called geometrical
acoustics (GA)[18]. This assumption can be considered physically correct for high frequen-
cies where the wavelength is much smaller than the object but falters at lower frequencies
where the wave properties become more important. These wave properties can however be
approximated using various geometrical methods.

Ray tracing sound is in many ways similar to ray traced global illumination in graphics
rendering, see Figure 2.2. The main difference being that the speed of light is fast enough to be
considered instantaneous for rendering purposes while the relatively slow speed of sound is
what gives rise to most acoustic effects. Geometrical acoustic ray tracing algorithms are used
to find valid sound propagation paths between the source and the listener. Usually the sound
propagation simulation is divided into the three distinct categories of direct sound, early
reflections and late reverberation, each using different approaches to find the propagation
paths. Frequency dependent effects related to reflections and absorption are usually added
by performing the simulation in several discrete frequency bands. The energy can then be
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2.2. Geometrical acoustic simulation

scaled for different frequencies using absorption coefficients. With the propagation paths
found the resulting sound can be rendered either by rendering each valid path individually
and combining them or by synthesizing an impulse response and using convolution.

(a) Global illumination (b) Sound propagation

Figure 2.2: An illustration of ray tracing for global illumination and sound propagation. Light
is most commonly traced backwards from the camera in a frustum with the end result being
a flat image. Sound is usually cast in random directions from a source and is then traced until
it hits a spherical detector.

Figure 2.3: Three different non-reflecting propagation paths. a) The sound is transmitted
through the wall reaching the listener. b) The sound reaches the listener in a direct path. c)
The sound is diffracted on the edge

2.2.1 Direct sound

There are several categories of propagation paths sound can take to reach a listener without
reflecting on any surface, see Figure 2.3. The simplest propagation path in acoustic simula-
tions is direct sound where the sound wave can travel from the sound source to the listener
without any interaction with scene geometry. To check if the path between the source and
the listener is unobstructed a visibility ray can be cast. If there are no triangle intersections
the path is clear and can form a valid direct path. In an unobstructed path the only energy
that is lost is through the sound attenuation for the propagating medium. If the source and
listener are defined as points one visibility ray is cast for every source in the scene. For larger
spherical sources or detectors multiple visibility rays can be cast from different points of the
sphere to calculate a visibility factor that is used to scale the direct sound spike[27]. Rays are
sampled using random directions defined within a cone defined between the view point and
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2.2. Geometrical acoustic simulation

the outline of the detection sphere. The visibility factor is calculated as the number of valid
visibility paths divided by the total number of visibility rays cast for the source.

2.2.2 Diffraction

Another physical effect to consider for propagation paths is diffraction whereby sound waves
bends around the edges of an obstacle. An obvious case of this would be sound radiating
from the door opening of a room. For ray implementations, diffraction can be approximated
as a piecewise-linear propagation path using the unified theory of diffraction (UTD)[10]. UTD
has been adapted to real-time simulations [26], but was for long limited to static scenes. Later
implementations of UTD utilizes a preprocessed edge visibility graph to achieve higher order
diffraction paths in dynamic scenes[22]. In the preprocessing phase the edges of a mesh are
classified as either a diffracting or non-diffracting edge based on the angle to the neighboring
triangles. The diffracting edges are then compared to other diffraction edges to see if they
are visible to each other and can form a diffraction path which will be added to the visibility
graph. When a ray then intersects with a triangle its edges are checked if they are classified
as diffraction edges. The visibility graph can then be used to form diffraction paths for that
edge.

An alternative and more accurate but also more expensive approach to edge diffraction is
the Biot-Tolstoy-Medwin (BTM) method[25], which uses line integration over the diffraction
edges, based on the work of Biot and Tolstoy[2] and Medwin[13]. A completely different
approach is to base the calculation of diffraction on Heisenberg’s uncertainty principle[24].
This method can be combined with ray tracing and works differently with the assumption
that the diffraction effect gets stronger the closer the ray is to an edge.

2.2.3 Specular reflections

Some parts of propagating sound waves that interact with the environment will reflect in a
specular fashion according to the law of reflection which states that the incident angle equals
the outgoing angle relative to the surface normal, see Figure 2.4. Specular reflections are es-
pecially prominent in the early reflections which play a big part in the perceptive localization
of objects. Figure 2.5 shows specular sound paths that make it possible to hear a sound source
that would otherwise be blocked.

Figure 2.4: An ideally specular reflection. The incident ray comes in at an angle of qi relative
to the normal and the outgoing ray an angle of qr where qi = qr.

A commonly used geometric method for specular reflections is the image source
method[1]. The method works by mirroring the sound sources against all surfaces in the
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2.2. Geometrical acoustic simulation

Figure 2.5: Example of the importance of specular reflections in a scene with two propagation
paths that are only possible with reflections. Path a) illustrates a first order specular reflection
and path b) Illustrates third order specular reflections with three bounces.

scene creating a set of image sources, see Figure 2.6. Higher order reflections can be con-
sidered by recursively mirroring the created image sources against the scene geometry. All
potential reflection paths are then gathered by validating the paths between the listener and
each image source in the scene where the path must intersect with each reflection surface
for the image source but no other surfaces. The image source algorithm is very simple and
can deterministically predict all ideally specular reflections but it can also be slow since it
grows exponentially with reflection depth which gets especially bad for scenes with dense
geometry.

Figure 2.6: The image source method. The sound source is mirrored against all walls in a
room to generate image sources. Validation of the image source is then done by testing the
path to the listener position. The path needs to intersect the same wall that was used to mirror
the image, and only that wall, to validate the image.

A big problem with the traditional image source method is that many of the generated
image sources will not be valid in the end which leads to unnecessary computations. A way
to mitigate this is by using a hybrid ray-tracing and image source method[27]. This is done

7



2.2. Geometrical acoustic simulation

by tracing rays through the scene, noting the surfaces that they hit on the way, until they
hit a detector. Knowing the order of surfaces hit by the rays it is possible to form the exact
location of the image sources. Another optimization of the image source method for use
in auralizations is through the use of beam tracing[7]. The beam tracing optimization uses
culling with beams to remove invalid images earlier to limit the exponential growth of image
sources in higher order reflections.

Another approach to specular reflections for auralizations is through ray tracing[11]. Us-
ing Monte carlo ray tracing a great number of rays are cast in random directions from the
source position. To simulate specular reflections a new ray is cast from the intersection point
of a surface in the direction calculated with law of reflection using the surface normal. When
a ray hits a detector volume, representing the receiver or listener, it is registered as a valid
path and used to form the impulse response. Unlike the image source method the Monte
Carlo ray tracing approach will not deterministically consider every possible reflection path
and requires a large amount of ray samples to get an accurate result. It can also be considered
wasteful to trace paths that will never hit a detector and therefore does not have a contri-
bution to the impulse response at the listening position. A way to minimize the number of
unused traced sound paths is to instead do backward ray tracing which is based on obser-
vation that perceptually important propagation paths tend to come from the vicinity of the
listener[20]. Combined with an image source method, listener images can be formed to from
the intersected triangles to calculate exact specular paths to the sound source.

2.2.4 Diffuse reflections

Sound reflections are usually not perfectly specular since things like roughness in the reflect-
ing material will scatter the sound in all directions, see Figure 2.7. Diffuse reflections play
an especially important role for late reverberation which is dominated by scattered sound
and high order reflections.[12] Deterministic algorithms using image source methods are not
able to model diffuse reflections and can therefore not be used to create the late reverberation
of the room impulse response. This is however something stochastic ray tracing methods
can model. Ideal diffuse reflections where sound is scattered equally in all directions can
be modeled by casting rays in random directions from the intersection point but this is not
how sound interacts with most materials. Sound is usually reflected some part in a specular
fashion and some part diffuse fashion scattered within a non-uniform distribution.

Figure 2.7: Example of a diffuse reflection. The material scatters the sound in all directions.

A simple way to implement scattered reflections would be to generate multiple reflecting
rays from the intersection point including a specular reflection. This solution is however not
feasible since the number of rays would grow exponentially with every reflection. A more
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efficient way is to only reflect one ray using vector based scattering[6] where the reflected ray
is a linear combination between the specular direction and a random lambertian distributed
scattered direction. The amount of scattering in a material can then be specified using a
scattering coefficient s which is used to scale the specular and scattered vectors, see Figure 2.8.
The amount of scattering in a material is dependent on the frequency, with higher frequencies
being prone to more scattering. The vector based scattering approach to this is to choose the
scattering coefficient of a material for a mid-frequency.

A more complex way of capturing scattering behavior is with the use of a bidirectional
reflectance distribution function (BRDF) for the reflecting material when calculating the new
ray direction. BRDFs are commonly used in computer graphics to simulate how light reflects
at a surface given an incoming and outgoing direction but can similarly be used for sound
purposes with pre-computed acoustic BRDFs for ray tracing applications.[15]

Figure 2.8: Vector based scattering. The resulting reflected vector is a linear combination
of a specularly reflected and a diffusely reflected vector scaled with the weights 1 ´ s and s
respectively, where s is the scattering coefficient.

One way to increase the number of propagation paths for late reverberation is by using
diffuse rain sampling [23], see Figure 2.9. At every intersection point an additional ray is cast
towards the detector, forming a new path if visible. The contributing sound energy of the
path depends on the material properties at the intersection point and the hit probability of
the detector. Solving the probability density function integral analytically for arbitrary angles
is too costly and can instead be approximated by calculating the distribution for fixed angles
between the surface normal and the connecting vector pointing towards the detector. Diffuse
rain sampling can be performed using forward ray tracing where the detector is the listener
or backward ray tracing [21] where the detector is the sound source.

A more robust solution to statistical methods like diffuse rain is to use more than one
type of estimator with multiple importance sampling. By using bidirectional path tracing
combined with multiple importance sampling to generate paths between the source and lis-
tener more accurate results can be achieved compared to the diffuse rain methods.[4] The
algorithm works by first tracing rays from both the source and listener up to a set number of
bounces. After that comes a connecting step which connects every intersection point of the
forward tracing to the points of the backward tracing as well as the detectors of both paths.
Similar to diffuse rain, the hit probability of each path is calculated to get its contribution of
sound energy in the scene.

A completely different approach to geometric acoustics is the radiosity method which
is often used in computer graphics for global illumination applications but can similarly be
used for acoustic purposes with sound energy and the addition of temporal information.
With radiosity the geometry in the scene is divided into larger surface patches that can store
incoming sound energy. Sound energy is initially propagated from a sound source to the
scene geometry where the amount of energy received at a surface patch is calculated using a
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2.3. Interactive sound propagation

Figure 2.9: The diffuse rain algorithm. More propagation paths are generated by adding
a path to the detector at every intersection point. The energy contribution of the path is
calculated using the material properties of the surface of the intersection point as well as the
position and size of the detector.

view factor. After that the energy received at each surface patch is iteratively distributed in
the same way between all surface patches, simulating higher order reflections. The iterative
energy distribution stops when the energy at every patch is lower than a set threshold which
happens due to absorption. Energy is then gathered from the surfaces viewed from the listen-
ing position to generate an impulse response. Radiosity assumes all reflections to be ideally
diffuse which is the opposite of an image source method which assumes all reflections to be
specular.

2.3 Interactive sound propagation

Auralizations are usually done by first performing an acoustic simulation to generate the
room impulse response which can then be used to render audio for the modeled space using
convolution. A limitation of this method is that the generated impulse response is in theory
only valid for a single point in the room with a fixed relationship between the listener and the
sound sources. If however the acoustic simulation is updated in real-time, at the same time
as the audio rendering, accurate acoustics with dynamic scenes can be achieved. With inter-
active sound propagation the room impulse response should be regenerated when the state
of the listener has changed, making the auralization valid for every point in the scene. This
means that the listener can move around in the scene and get the correct acoustic response at
every position. It can also be extended to work for moving sound sources.

The simulations used for interactive sound propagation builds upon the knowledge of
the auralization methods in the architectural acoustic field. Acoustic simulations can be done
either by solving the wave equation numerically or by using geometrical acoustic methods
that build on the assumption that sound propagates as rays. Geometric acoustic methods are
typically preferred for interactive applications due to its speed. In contrast, solving the wave
equation is very complex, requiring long computation times not suitable for interactive sound
propagation. To achieve interactive auralizartions with wave-based simulation much of the
calculations has to either be precomputed[5], or heavily simplified by for example doing
real-time wave simulation in 2D[17] which removes the complexity of 3D-simulation. When
it comes to real-time sound simulation in dynamic scenes geometrical acoustic methods offer
more flexible and feasible solutions for current hardware.
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2.4 Psychoacoustics

An area relevant to sound propagation systems is psychoacoustics. Psychoacoustics is the sci-
entific study of how physical limitations of the ear and the effects from the brain’s processing
affects the human perception of sound. Digital sound applications are often optimized using
psychoacoustical effects and metrics, with the motivation that it is unnecessary to compute
sound effects undetectable for a human listener. A common example of this is the MP3-codec
which utilizes psychoacoustic modeling with effects like auditory masking to compress au-
dio. Psychoacoustic optimizations can also be applied to acoustic simulations which become
especially important for interactive applications. The aim of most optimizations of geomet-
rical acoustic methods is to minimize the number of rays that needs to be traced by either
eliminating propagation paths that will not be noticable early in the tracing step, or reusing
old propagation paths that are still perceptually valid.

The localization of sound sources is one area where psychoacoustics become relevant[3].
Due to the form of the ears and their location on the head the accuracy of localization of
sounds is different for different incident angles. Since the ears are parallel in the horizon-
tal plane the spatial resolution for localization of sources is significantly higher in that plane
compared to the vertical plane. In the horizontal plane the spatial resolution is best right in
front of the listener with a localization accuracy of about 1°. For sources behind the spatial
resolution is slightly lower at circa 5° degree accuracy. The localization accuracy in the hor-
izontal plane is the worst directly to the right and left of the listener where the accuracy is
about 10°. The spatial resolution of the vertical plane is significantly lower with an accuracy
of about 20° straight above and below the listener.

2.5 Gsound

Gsound is a sound propagation engine for interactive applications developed by Carl
Schissler first presented in 2011.[20] The engine has since been continuously developed,
adding more features and optimizations. The main propagation method traces specular re-
flections from the listener using a combination of ray-tracing and the image source methods.
Diffuse reflections are traced from the sources using radiosity-like subdivisions in the sam-
pling to reduce noise.[22] The algorithm also utilizes spatial and temporal coherence to cache
diffuse paths to be able to cast fewer rays. For scenes with multiple sources, the engine has
a backward ray-tracing implementation of diffuse reflections to avoid linear scaling of com-
putation time with the number of sources.[21] Another optimization for multiple sources is
the use of source clustering which groups distant sources that are perceptually hard to distin-
guish. Diffraction is implemented using the uniform theory of diffraction optimized with an
edge visibility graph and simplified geometry.[22] The impulse response generation is also
optimized using temporal coherence with an impulse response cache which uses psychoa-
coustic metrics to adapt length of the impulse response.[19]
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3 Method

To investigate how simulated acoustics affect the experience in interactive applications a user
study was conducted. When interacting with acoustic environments, graphics are essential
as a visual reference. For this an application was developed as a platform for the user study
using OpenGL graphics. The focus was on sound rather than graphics, which were kept
minimalistic to not be distracting. The application uses basic phong lighting with a forward
rendering pipeline which limits the geometric complexity and number of light sources but
was enough to produce the 3D-environments for the user study. Acoustic simulation was
done through integration with the sound propagation engine Gsound developed by Carl
Schissler.[20] The main purpose of the application is to easily be able to compare the simu-
lated audio, using the integrated sound propagation engine, to a traditional spatial rendering
solution using a pre-applied reverb.

3.1 Audio setup

The audio rendering in the application had to be able to render audio both from Gsound and
the stereo implementation of spatial audio. To enable a good comparison in the user test it
also had to be possible to change the rendering method at the press of a button. The API used
to handle the output to the sound driver of the computer was libsoundio[8] which is a cross-
platform solution that works consistently with a variety of different audio backends. A write
callback function for sound output had to be provided by the application to fill the output
buffer with audio samples on command. Mixing of the different audio inputs is handled by
an audio renderer class in the application which contains the common sound buffer read by
the soundio callback function, see Figure 3.2. The common sound buffer uses a circular buffer
data structure, visualized in Figure 3.1, optimal for continuous read and write operations. The
structure contains pointers to the read and write positions which are continuously chasing
each other in real-time rendering. When a pointer reaches the end of the buffer it loops back
around to the start, making it possible to perpetually perform read and write operations.

An important issue to take into consideration is the potential of the buffer being underrun
or overrun. The buffer is underrun when the application does not provide it with enough
audio information in the rendering time frame, which creates an audible gap in the output
as a result. In a circular buffer this happens when the read position pointer is incremented
past the write position pointer. When the application provides more information than can be
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3.1. Audio setup

Figure 3.1: The circular buffer data structure. Audio data is written and read at the position
of the corresponding pointer and loops around in a circular fashion writing over the old read
data.

rendered in real-time the buffer becomes overrun causing a growing delay between the audio
and what happens on screen.

To avoid an underrun or overrun buffer the application should ensure stable write up-
dates with a consistent delta time. The audio renderer class gets updated from the main
rendering loop of the application which uses a stable update time for a locked frame rate giv-
ing the audio updates a fixed delta time. Additionally Gsound renders audio on a seperate
processing thread from the sound propagation and will render audio using the last propa-
gated data if the latest propagation update cycle has not been finished. With a stable update
time the choppy audio produced from when the read pointer catches up to the write pointer
can be circumvented by adding a delay between the pointers that is slightly larger than the
largest update time. In the long run small errors can potentially build up making the buffer
unstable with this solution but a delay works well for the scope of the user tests.

Figure 3.2: The flow of audio data in the application. The audio renderer class contains a
common application buffer that gets updated with data from one of two spatial rendering
solutions. This buffer provides the real time data for the write callback function connected to
the libsoundio API that renders the audio to the sound driver of the computer.

Audio is loaded into the application and stored in the array of an audio object. Playback
of this audio can then be done through an audio instance, which is a class that handles the
reading of the audio samples and controls the volume. Loading all audio at the start of the
application is not an ideal use of memory compared to progressively streaming it from the

13



3.2. Spatial sound implementation

secondary memory of the computer. However, for the purpose of this thesis preloading the
audio works and is well within the memory budget of the application.

3.2 Spatial sound implementation

A simplified spatial sound system was developed with the purpose of approximating more
traditional game rendering methods for comparison during the user study. This system is
built up with a class containing sound source objects that stores a position with coordinates
in world-space and audio instances for the playback. To spatialize audio from the sources
there are several effects that should be present for a realistic representation. Acoustics are
added using convolution reverb. Rather than doing real-time convolution the reverb is ap-
plied beforehand to the audio track. Each source has audio instances of both an audio track
without reverb and a track with reverb, which makes it easy to dynamically mix the acoustic
effects with a dry and wet parameter. For a fair comparison between the interactive sound
propagation and this solution an impulse response is generated for each scene using the same
simulation software. The positioning of the source and listener is crucial to get an acceptable
approximation of the entire room. When generating the impulse responses for the scenes the
source was placed at a central position with equal distance to the walls and the listener at a
distance where the reverberation is dominant compared to the direct sound.

The distance to the source is mediated through an attenuation effect that simulates how
the sound volume drops as it gets further away. In practice there are different types of drop-
off curves that are typically used for this purpose depending on the use case. To get a natural
sounding attenuation for this implementation, a logarithmic function was used. This makes
it so that sounds are powerful close up followed by a quick drop off in volume with a slower
drop off at greater distances. The approximated attenuation function used is defined as:

attenuation = 1 ´ c ¨ log10( distance) (3.1)

where c is a coefficient that can be used to change how fast the sound drops off. This co-
efficient is used to scale the dry and wet signal of the reverb as shown in Figure 3.3. The
coefficients were selected by comparing the attenuation to that of the simulated propagation
with Gsound. For distances less than one meter, the dry signal is kept at an attenuation value
of one while the wet signal is faded out to with a closer distance get a cleaner sound close up
to the source.

A sense of directionality is gained from panning the sound between the left and right
channel. The panning scale factors for the channels are calculated using the dot product
between a vector pointing to the left of the listener and a vector pointing towards the source
from the listener as shown in Equation 3.2:

left = 0.5 +
~vle f t ¨~vsource

2
(3.2a)

right = 0.5 ´ ~vle f t ¨~vsource

2
(3.2b)

Sound reaches both ears even if the source is in a position straight to the left or right of the
listener since sound waves go through and around the head. This would make panning for
direct sound with volume values between 0 and 1 sound unnatural with silence in the ear
opposite to the source location. To deal with this, only 90% of the volume of direct sound is
affected by panning. The same problem arises with the reverberation signal. Since reverbera-
tion is the result from the sound waves bouncing around the room the directionality is much
more diffuse than the direct sound. Because of this the panning is approximated to only affect
40% of the volume for the reverb signal in this implementation.

The final effect considered in the custom spatial sound system is sound obstruction. When
a big object like a wall is blocking the sound the direct path should not be audible. This
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3.3. Gsound integration

Figure 3.3: Logarithmic attenuation curves for the dry and wet signal of the spatial sound
system. The dry signal uses a coefficient of c = 0.76 and the wet signal uses c = 0.48

is solved by casting visibility rays from the listener to the sound sources using the Möller-
Trumbore intersection algorithm.[14] The rays are tested for intersections against a limited
selection of meshes with low polygon counts to minimize the computational load. When an
intersection is detected in the sound path the direct sound is silenced and the reverb volume
is lowered to 20%. For smoother transitions the volume is faded in and out linearly when
going between an obstructed and unobstructed sound path.

3.3 Gsound integration

To integrate the sound propagation engine, an interfacing class between the application and
Gsound was created. The class handles information flow between scene objects and Gsound
objects, see Figure 3.4. When a scene is set up, meshes are loaded in from wavefront files
in primary memory and stored in a mesh class inside the application. Gsound uses its own
mesh class which is optimized for its acoustic simulations. Mesh data from the application
is loaded into a preprocessing function that simplifies the mesh through voxelization and
decimation and then generates an edge visibility graph for the edge diffraction algorithm.
Only meshes that are manually marked to be part of the acoustic simulation are translated
into Gsound mesh objects. The position and orientation of the listener in the Gsound should
be the same as the camera in the scene which is also handled by the interfacing class and
updated from the main application loop. The same goes for the sound sources which have
to be provided with both positioning and audio data from the scene. A sound source class
in the application acts as a controller for position and playback of its Gsound counterpart.
When loaded with an audio file it is converted into the sound buffer class used in the sound
rendering of Gsound.
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3.4. User study

Figure 3.4: The objects in Gsound and the main application that are connected using an inter-
facing class. Meshes are used as static preprocessed objects in Gsound. The sources and the
listener need to be continuously updated with movement and audio data.

3.4 User study

To evaluate how the listening experience of the real-time simulated acoustics with Gsound
compares to the more traditional convolution reverb implementation a user study was con-
ducted. The goal of the study was to see if interactive sound propagation enhances the im-
mersion and brings a more realistic sound experience to flat screen interactive experiences
with headphones. The sound presented in the study was limited to a single sound source
playing an audio recording of a male human voice. The test participant got to evaluate the
realism of the acoustics in the sound from various positions in the scene using the two sound
renderings methods. To investigate how the different rendering methods fare in different
types of environments the test participant gets to interact with three different indoor en-
vironments. Two of the environments are open rooms at different scales represented by a
large scale cathedral and a smaller scale wine cellar, shown in Figures 3.5 and 3.6. The third
environment has the purpose of testing a more segmented location with multiple rooms rep-
resented by an apartment, see Figure 3.7 and 3.8.
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Figure 3.5: The large cathedral environment.

Figure 3.6: The cellar environment.
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3.4. User study

Figure 3.7: The apartment environment.

Figure 3.8: The layout of the apartment. The segmented layout creates a more challenging
sound rendering environment with walls that block sound coming from other rooms. Differ-
ing geometry and materials in the rooms should also result in different acoustics.

The test scenes use abstract graphics but represent familiar environments hinted by its
geometry and associative objects. Each rendering method is linked to a number button on the
keyboard which enables the test participant to switch between them and compare the sound
while interacting. What method is connected to what button is not known to the participant
and it changes between the different scenes in the test. This is to avoid bias in the comparison
where knowledge of what the rendering methods are could influence the answers. Sound
sources are represented by green spheres in the application, see Figure 3.9. The sources are
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moving around the scene so that the user participant can experience the sound coming from
different positions in the room.

Figure 3.9: The sound source is represented by a green sphere in the test environment.

3.4.1 Test procedure

The test participants were 10 students at Linköping University. They were assumed to have
experience with computers and have some understanding of how to navigate through digital
3D space with traditional camera controls using keyboard and mouse as input. The test began
with a brief explanation of what the test was about as well as instructions of the controls of
the application. The test participant was told to focus on the acoustics of the experience and
reflect on the realism and immersion of the different rendering methods. Interaction with the
environments was then done in the order shown in Figure 3.10. Between each environment
the participant got to answer questions in a questionnaire, see Figure 3.11. The questions were
about which rendering method was best as well as perceived properties relating to scale,
materials and visual match. The answer options for the perceived properties of the sound
were in a 5-point Likert scale that for example goes from small to large. While answering
the questions it was possible to go back to the application and listen to the sounds of the two
rendering methods again. After each form had been answered the participant got to comment
verbally on the two rendering methods in a brief interview relating more generally to realism
and immersion. The comments in the interview were written down by the conductor of the
user test.
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Figure 3.10: The test setup for each environment in the user test. The cathedral and cellar
environments are presented twice using different materials. Button layout A and B decides
which rendering method is connected to which number button.

Figure 3.11: The questions in the form that is used for each environment. The participants get
to answer which rendering method they thought were best and rate the perceived properties
of the two methods.
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3.5. Specular sampling based on spatial resolution

3.5 Specular sampling based on spatial resolution

The initial sampling directions in ray tracing solutions for sound propagation are usually cast
within a uniform distribution to get unbiased directivity. An alternative method would be to
sample biased directions based on the spatial resolution of human hearing. This would only
make sense for backward ray tracing, where the rays are traced from the listener, and for spec-
ular paths which give the most information of the location of a sound source. Using Gsound,
specular paths are generated through a hybrid of ray-tracing and image source method. The
method generates accurate specular paths between the sources and listener by applying the
image source method on triangles gathered from randomized sampling by ray tracing from
the listener position. By changing the generation of random directions in the initial sampling
phase to be biased in the directions that are perceptually more important for localization of
objects the total number of rays could possibly be decreased or focused in certain directions.

Random directions are commonly calculated using spherical coordinates, shown in Figure
3.12. The azimuth q and inclination angles using a uniform distribution are then calculated
as:

q = rand ¨ 2p

f = arccos(1 ´ 2 ¨ rand)
(3.3)

and the final vector becomes:
2

4
x
y
z

3

5 =

2

4
cos(q) ¨ sin(f)
sin(q) ¨ sin(f)

cos(f)

3

5 (3.4)

Figure 3.12: A spherical coordinate system. The position of a point p is defined by the azimuth
angle q in the xy-plane and the inclination angle f defined from the z-axis.

To minimize the number of sinusoidal operations, which are computationally heavy,
it is possible to avoid the inclination angle f and instead use a scalable vector for the z-
component. Random directions sampled from a uniform distribution can then be calculated
using two random variables u1 and u2:

u1 = 2 ¨ rand ´ 1
u2 = rand

(3.5)
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where rand is a random value between 0 and 1. From these variables a radius r and
azimuth angle q can be calculated:

r =
a

1 ´ u12

q = 2p ¨ u2
(3.6)

The final direction vector then becomes:
2

4
x
y
z

3

5 =

2
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r ¨ cos(q)
r ¨ sin(q)

u1

3

5 (3.7)

To change the random generation to match that of the spatial resolution of human hearing,
uniform distributions are replaced by normal distributions. Unlike a uniform distribution, a
normal distribution does not generate values between two values. The probability density
function is instead defined by the selected standard deviation and variance. To only get
values within the defined range the probability density function needs to be truncated which
can be done by regenerating the invalid random values. Points generated this way for the
horizontal and vertical plane based on the spatial resolution of sound can be seen in Figure
3.13.

(a) Horizontal plane (b) Vertical plane

Figure 3.13: Normal distributions generated for the horizontal and vertical plane. The lo-
calization of sounds in the horizontal plane is the most accurate in front of the listener and
least accurate directly to the right and left. The localisation of sound in the vertical plane is
considerably less accurate. Sounds that come directly from above or below the listener are
much harder to locate than sources that lie on the horizontal plane.

The change from uniform to normal distributions was implemented into the specular sam-
pling of Gsound using the C++ standard library functions for random generation using the
Mersenne Twister 19937 random generator. Floating point numbers are generated within a
normal distribution provided the mean value and the standard deviation. The random val-
ues in the algorithm for spherical points should fall between zero and one with a mean of 0.5.
The selected standard deviations s associated with the horizontal and vertical planes selected
as s = 0.12 and s = 0.25 respectively to approximate a probability density representing the
spatial resolution for sound. The resulting spherical points compared to uniform sampled
ones are shown in Figure 3.14.

A difference between an unbiased uniform sampling and a biased sampling method based
on localization accuracy in different directions is that the latter uses a coordinate system de-
fined relative to a human head. This means that a direction vector generated from the points
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(a) Uniform distribution (b) Normal distribution

Figure 3.14: 1000 points generated using a uniform distribution and the proposed normal
distributed method.

in the sphere needs to be rotated with the listener orientation in the scene. This is done by
applying the orientation matrix of the camera, representing the listener in the application, to
every randomly generated vector.
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4 Results

The results from the user study comes from the answers of the questionnaire as well as notes
from interviewing the participants during the test. The test participants did not know if the
sounds they were listening to in the test were the simulated acoustics with Gsound or the
custom stereo solution. Each rendering method was instead labeled as “sound 1” or “sound
2” which alternated between the different interactive environments.

4.1 Church environment

The church environment, representing a large open indoor area, was used two times in the
user study with different material setups. The first church used harder acoustic materials
with brick floors and walls. The results from the questionnaire are shown in Figure 4.1.
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4.1. Church environment

Figure 4.1: The results from the questionnaire for the first church environment with harder
acoustic materials.

The majority of the participants thought that the stereo sound was better and sounded
more realistic compared to the real time simulation. The stereo sound was perceived by some
to have more reverb and was easier to locate the sound source. A couple participants thought
Gsound sounded more realistic with how the reverb was dampened at different positions.

The second church had softer acoustic materials with a carpet floor and thin wood walls.
The answers from the questionnaire can be seen in Figure4.2.

Figure 4.2: The results from the questionnaire for the second church environment with softer
acoustic materials.

In the second church the preference were more split and many thought the two rendering
methods sounded quite similar in most aspects. Some participants thought the reverb of the
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stereo version sounded a little strange and that it sounded more like a direct echo than correct
reverberation. Gsound were perceived as more realistic close up to the audio source, where
the stereo sound had too much reverb.

4.2 Cellar environment

To test a smaller open environment the test participants got to interact with a cellar environ-
ment, which similar to the church was tested two times with different material setups. The
questionnaire response for the first cellar, which used harder acoustic materials, is shown in
Figure 4.3.

Figure 4.3: The results from the questionnaire for the first cellar environment with harder
acoustic materials.

Overall most thought both sound methods had too much reverb and did not match what
they expected from the visuals of the cellar. The acoustics instead gave them the impression
of a much larger place. Many thought that the sound produced by Gsound had especially
strong reflections and that it was harder to localize the sound source. One person experienced
a weird sound from the stereo solution with a buzzing sound effect.

The second cellar had a test setup using softer acoustic materials. The results from the
questionnaire are presented in Figure 4.4.
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Figure 4.4: The results from the questionnaire for the second cellar environment with softer
acoustic materials.

Compared to the last cellar test, the participants considered the acoustics to better match
their expectations of how the cellar should sound. When it comes to which sound they pre-
ferred it was very split with many conflicting answers. Some participants thought the stereo
version had too much echo and others that Gsound had too much echo. Almost everyone
preferred the sound they perceived to be less reflective. In the stereo sound multiple people
perceived a strange base resonance. Some people also noticed a delay effect in the stereo
sound which one participant described sounding almost like a flanger effect. Localization of
the sound source was again thought to be easier using the stereo solution compared to the
real-time simulation i Gsound.

4.3 Apartment

The last test environment was a large apartment with multiple rooms branching out from a
hallway. The purpose of the apartment was to test a more segmented environment where the
sound source can be in a different room than the listener. Results from the questionnaire for
the apartment are shown in Figure 4.5.
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Figure 4.5: The results from the questionnaire for the apartment environment.

In this test there was a huge difference in the perception of the two sound rendering meth-
ods. Almost everyone thought both sounds had way too much reverb for a furnished apart-
ment. Most did however experience a much more reflective sound with Gsound compared
to the stereo solution which they thought matched the visuals slightly better. When it comes
to sound from a source in another room, most thought the simulated sound with reflections
and diffraction sounded unrealistic and thought that sound came through the walls. The
apartment with Gsound was described as sounding like one big room, without the walls in
between. Instead most people instead preferred the sound obstruction solution in the stereo
sound, but thought its transition in the sound when the source came in and out of view was
too drastic, which was unrealistic. A couple of the test participants did however prefer the
simulated audio from other rooms and thought that it was more physically correct and real-
istic.

4.4 Specular sampling based on spatial resolution

The computation time of the normal distributed sampling method based on the spatial res-
olution of human hearing was timed and compared to Gsound, which uses its own imple-
mentation of a random generator. A version replacing the Gsound random generator with a
C++ standard library uniform distributed generator was also timed and compared. Both the
normal distributed version and the C++ uniform version uses the Mersenne Twister 19937
random generator. The averaged computation times for the three algorithms are shown in
Figure 4.6. From these results it can be seen that the C++ uniform sampling is 1.7 times
slower than the random implementation in Gsound. The normal distributed version is 3.6
times slower than the Gsound implementation and 2.1 times slower than the C++ uniform
sampling. In the limited testing done by the author within the same test environments of the
user study there were no major perceptive differences between the two sampling methods.
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Figure 4.6: The time it takes to generate 1 000 000 random directions using three different
randomization methods.
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5 Discussion

In the work of this thesis the experience of acoustics in interactive experiences was explored
as well as the potential use of a different sampling method based on localization accuracy in
hearing. The user study covered a broad number of experience qualities and generated many
interesting results. The computation time of the specular sampling method was measured
but the listening is yet to be tested thoroughly.

5.1 Simulated acoustics for flat screen experiences

In the user study the aim was to explore how simulated acoustics affects immersion and re-
alism in interactive experiences with graphics on a regular flat screen. The main point of
interest was to see if there are any benefits of updating the impulse response in real-time
compared to using a pre-calculated general impulse response for the environment. Since the
relevant questions mostly deal with the subjective experience of the listener, the test consisted
of a combination of quantitative and qualitative methods in the form of a questionnaire and
an interview. The points of measurement in the questionnaire were size, materials and visual
match, which were measured using 5-point Likert scales. Since the reference labels in the
scales are context dependent and subjective, the collected data should not be interpreted in
other contexts outside of this study. Instead the answers in the questionnaire show the dif-
ferences between the two sounds more clearly and work as a complement to the interview
about the listening experience.

5.1.1 Participant selection

The selection of participants in the user study were limited to 10 people, all of which were
students at Linköping University and most studying a technical program. The small sample
size makes it hard to conclude anything about any quantitative measurements but should
be enough to get an understanding of the range of experiences with the two rendering solu-
tions and compare them. A majority of the participants had some previous experience with
interactive experiences like video games which might not have been the case with a differ-
ent selection of people. This is a factor that might benefit the ease of interaction with the
application, but it could also alter expectations of the acoustics.
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5.1.2 Acoustic experience

The results from the user study show a tendency of a preference for the custom stereo solu-
tion for the environments that used more reflective acoustic materials while there was more
of a preference for Gsound in the environments with more dampening acoustic materials.
One possible explanation for this could be the harder reflections that were experienced with
Gsound, which is most likely the reflections coming directly from a nearby wall. These reflec-
tions could be considered strange. The impulse response used for the static stereo rendering
was calculated with the same simulation for one position where the sound source and listener
were positioned at a central location in the scene with equal distances to the walls. This was
done to avoid an unbalanced stereo image for an impulse response that is supposed to be
used for every spot of the environment. In other words, without the real-time simulation you
lose the hard reflections that can be heard when standing closer to a wall.

A majority of the participants consistently expressed that it was easier to localize the
sound source with the stereo sound. This is most likely due to how the stereo solution
uses basic panning for directionality while Gsound uses the direction data of every reflec-
tion reaching the listener to generate the final sound. This makes it so that the sound not only
comes from the direction of the sound source, but also nearby reflective surfaces, making
localization of the sound more difficult. Another thing that affects localization with Gsound
is that there seems to be a slight delay before the directionality is updated when reorienting
the camera view. The way the sound rendering is set up forces an update of the sound prop-
agating data when updating the listener orientation which causes a noticeable delay if the
simulation is not fast enough.

Interestingly, there were a few participants that explicitly commented on how the rever-
beration changed at different positions in the room with Gsound. It is possible that people
are less likely to notice more physically correct acoustics in audio when they are not fully
immersed visually. Expectations of how things should sound are largely based on previous
experiences which could be different for media shown on a flat screen. For example video
games and many movies rarely have physically correct acoustics. To investigate if visual im-
mersion factors change acoustic expectations, further tests should compare interactive sound
propagation for environments presented on a flat screen with virtual reality. Another thing
that has an effect on immersion is the input method for interaction. Controlling a virtual
camera with keyboard and mouse is not immediately intuitive for people unfamiliar with
that method of interaction. Participants who maybe did not have this experience had one
extra thing to think about and might not have walked and looked around as much in the
test. This could have had some effect on the results. Higher immersion might lead to other
expectations of how things should sound and more movement would likely make the effects
from Gsound more clear.

There was no major difference in the perceived size of the environments between the two
rendering methods. This is a logical outcome since the reverb of both rendering methods are
generated using the same simulation software with the same acoustic parameters. Still, the
generalized impulse response of the stereo sound could be expected to give a different sense
of scale but that does not seem to be the case based on the results of this study. There could
however be other environments, not tested in this user study, with more variation in the scale
and geometry that would make the use of a single impulse response sound strange for the
static stereo solution.

The metric of visual match was supposed to indicate how well the participants thought
the acoustics matched what was presented on screen. This could be related to the size and
geometry of the room, but there are also reference objects in the scene that hints what type
of room it is. There were no big differences between the two rendering methods related
to this except for the apartment where the reflections from other rooms greatly affected the
result. Since both sounds use the same simulation to generate the reverb, the small differences
are not a completely unexpected result. It is unclear how different visual properties set the
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expectations of how things should sound. It would be interesting to test the same sound, but
change the materials in the graphics, with different textures and lighting, and see if that has
any effect on how we experience acoustics.

5.1.3 Multiple rooms

The most complex environment was the apartment which consisted of multiple rooms con-
nected to a hallway, which meant that the sound source and the listener could be separated
by a wall. This is a challenging environment to recreate acoustically since early reflections
and diffraction become much more noticeable with enclosing walls and door openings. Re-
flections and diffracted sound waves reaching the listener from a door opening to another
room can not be replicated in traditional methods but is possible using a geometrical acous-
tic simulation. This makes a segmented environment like the apartment a case where there
should be a big difference between the two rendering methods. To approximate some type of
sound transmission from the walls or reflections reaching the listener from another room in
the stereo solution the sound was limited to a lower volume reverb signal if the source was
not visible. It is also hard to do a realistic transition between when the sound source goes
from visible to not visible. In the test, these transitions were done by fading the volume in
and out, taking circa one second. Another difference in the case where the source visibility
is obstructed by a separating wall is sound directionality. In the simulation the sound comes
from the direction of the door opening or a reflective wall while in the stereo solution the
sound still comes from the direction of the source position. Interestingly, most participants
in the study preferred the sound blocking effect from the stereo solution over the much more
physically correct simulation, thinking that it sounded like there was just a big room with-
out walls in between. Few people realized that the reflections were coming from the door
openings or bouncing around corners with Gsound. They did however think that the transi-
tions between a visible and obstructed source were more natural with Gsound. This indicates
again that there might be different expectations of how things should sound for media pre-
sented on a flat screen and that simulating acoustic effects for these situations might not be
worth it. At the same time a couple participants noticed the difference and thought the effects
produced with Gsound were much more realistic. It is hard to say from this study which has
a relatively small sample size how this split of opinions is distributed or what made some
perceive the simulated audio as unrealistic.

One explanation to some of the peculiarities of the answers for the apartment test could
be the chosen reference environment. The expectations of an apartment with furniture is that
there should not be any major echoes. A mistake that was done with the setup of the apart-
ment layout for the test was that it contained way too much open space without dampening
furniture. Even though the materials for the walls and ceiling were gypsum boards and
the floor was carpet, it was not enough to dampen the reflections in a simulation. Smaller
rooms with dampening furniture would have less echoes and present a more familiar acous-
tic environment for an apartment. Moreover, the hallway between the rooms was completely
empty making the sound echo through the entire apartment which was one thing people
commented on as being unrealistic for an apartment. To get a better understanding of how
reflections and diffraction affect immersion and realism in segmented environments more
tests should be done with different types of environments and different visuals.

5.1.4 Future work

There are some things that were left out of this user study that could be interesting to in-
vestigate. One is the use of head related transfer functions (HRTFs) which adds the filtering
effect of sound interacting with the head and ears which depends on the incident angle of
the sound. This would give a more natural sounding result with better localization of sound,
which could be especially realistic in a combination with simulated acoustics. It does how-
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ever also add complexity in both implementation and test setup. A HRTF is in theory com-
pletely individual and would need to be measured for every user to get a correct experience,
which is not feasible. In a user study there would instead have to be a setup phase where an
HRTF that is close enough to the user is selected from a library of HRTFs. Variability in the
matching of HRTFs would create a slightly different listening experience for every participant
that could affect the results.

Another thing that could be investigated is the experience with multiple sound sources
and more variety in the types of sound. In the user study the test environments were limited
to a single sound source with a human voice as playback. It is possible that a higher amount of
sound sources and different audio content could be perceived differently using a simulation
compared to pre-applied reverb.

One thing that could have been improved in this user study is the custom implementa-
tion of spatial sound. The strange reverb sound experienced by some in the less reflective test
environments with the stereo sound can most likely be explained by the simplified reverb
implementation used in the test. The stereo sound was built up using two seperate audio
signals, one containing the original recording, representing the dry signal, and the other con-
taining the pre-applied wet reverb signal. While this provided an easy way to mix the audio
for the test, the unintended consequence was that if the two signals are similar and close
enough in time, interference will create a comb filter effect. This could be mitigated with
an implementation where the reverb is applied in real-time using a fast Fourier transform
algorithm, which would only use one signal.

Considering how close the experience of the two rendering methods were in most of the
test environments, it might be enough in most cases to use a static reverb from a simulated
impulse response to get immersive acoustics. Having a fast acoustic simulator built into a
game engine to generate impulse responses for the scenes, by only providing meshes and se-
lecting acoustic materials, could be very useful and greatly improve development workflow.
While the dynamic impulse response of an interactive sound propagation engine would pro-
vide more physically accurate directional sound with reflections and can simulate diffraction
effects, it might not be needed for immersion as indicated by the results of this user study.
There would, however, still be the problem of larger environments with variation in size, ge-
ometry and materials which could not be covered using a single impulse response. For such
a case reverb zones could be implemented to gradually switch the impulse response for a
different location using interpolation. This could for example be used in the apartment envi-
ronment which would make a huge difference if there were more acoustic variance between
the rooms. It could also be used for for some larger rooms where reverb zones can be used
to interpolate between multiple impulse responses pre-calculated at different positions of the
same room. It would be interesting to investigate how acoustics rendered using reverb zones
compare to sound rendered with interactive sound propagation.

5.2 Specular sampling

Another thing that was explored was a potential utilization of the property of spatial reso-
lution of human hearing. The idea was to map this property to a probability function that
can be used in the sampling stage of backward ray tracing algorithms for acoustics where
rays are cast in random direction from the listener position. By changing the sample density
in different directions, higher accuracy could be achieved in the directions a human is bet-
ter at localizing objects in. This method would only make sense for propagation paths that
convey accurate directional information about the source to the listener. Because of this it
makes more sense to apply it for early specular reflections rather than late diffuse reflections
where sound has been scattered in random directions. For ideally specular reflections the
source is perceived to be located at the mirror image position from the reflection surface. In
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this case the sampling method was applied to Gsound which uses a hybrid ray-tracing and
image source method for specular reflections.

The sampling directions were approximated with a probability function using a combina-
tion of normal distributions. The average computation time for the function was measured
to be about 3.6 times slower than the function used in Gsound. This is a lot slower, but
would be negligible if it would make it possible to cast a lower amount of rays which is a
task that takes significantly longer time to compute. It is also possible that there is a more
efficient random generator implementation that can be used. This is illustrated by using the
C++ standard library implementation of the Mersenne Twister 19937 algorithm for a uniform
sampling which also is 1.7 times slower on average compared to the Gsound implementa-
tion. Handling values falling out of range was done by regenerating the value completely
will cause some variance in computation time. The time variance will depend on how likely
it is that a value falls out of range which is determined by the selected standard deviations in
the normal distributions.

It is unclear from the testing done with the sampling if it is even a valid method for image
source methods. The reason why there was no difference detected in the test environments
is because they used low polygon assets for the geometry. With the image source based
algorithm used in Gsound most specular paths would be found even with a very low amount
of specular samples. Every triangle around the listener is most likely detected, forming every
valid listener image and diffraction edge. To test the sampling method with the specular
algorithm used in Gsound, a scene with much more complex geometry would need to be
used. It is still unknown if sampling that is not uniform would create an inconsistent or
unbalanced listening experience. However it is possible that a specular cache that stores old
specular paths could help with consistency when reorienting the camera which would also
move the orientation of the sampling density. It would also be interesting to investigate if the
sampling method could be used in a statistical algorithm with ray casting from the listener
like a bidirectional path tracer.
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6 Conclusion

The aim of the work in this thesis was to investigate how acoustics simulated in real-time af-
fect the experience of interactive applications. To investigate this, a user study was conducted
comparing sound rendered with a sound propagation engine with a more traditional stereo
method using a precomputed impulse response. In the study the participants got to interact
with different environments and reflect on different experiential qualities of the acoustics and
choose which sound they thought was most immersive.

While there were differences between how the two methods were perceived in the user
study, it varied depending on the environment and acoustic materials that were used. In
open rooms there were overall only relatively small differences in the sound experience and
there was even a slight preference for the static reverb method. The biggest difference was
for sound coming from obstructed sources where diffraction and early reflections become im-
portant. These effects were however not necessarily perceived as being more realistic though,
based on the results from this user study. There was no obvious benefit to interactive sound
propagation found in this study that would justify the computational cost for an application
outside of virtual reality, but it is possible that other environments than was tested, where
sound gets obstructed from view, could have some value from simulated reflections and
diffraction. Some of the benefits interactive sound propagation with a dynamic impulse re-
sponse can bring to the sound experience is the accurate dampening and reflectiveness at
different positions which was noticed by some participants. At the same time, many partic-
ipants also thought that it was harder to locate sound sources with the sound propagation
engine compared to the stereo solution used in this study which affected immersion.

A separate aim was to explore how the specular resolution for human localization of
sound sources could be used to optimize acoustic algorithms. A new sampling method was
proposed for backward ray tracing algorithms that replaces uniformly distributed random
directions with normal distributions based on spatial resolution. Computing these random
directions takes longer time but it would be negligible if it makes it possible to cast fewer
rays in the directions with low spatial resolution. In testing the implementation of this with
specular reflections in Gsound there were no discernible differences in the sound. To eval-
uate if the sampling method is feasible for the algorithm used by Gsound, the scene would
have to have very dense geometry. It could also be tried with different backward ray tracing
algorithms than the hybrid image-source method used in this test.
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Overall, sound from precomputed impulse responses were perceived as sounding very
similar to a real-time simulation. Having fast and simple to use acoustic simulations available
to generate custom impulse responses could be a valuable feature to have in for example a
game engine. Using acoustic simulations to generate the impulse responses beforehand is
likely enough to create convincing sound for most interactive experiences outside of virtual
reality.
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